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INTRODUCTION

Medicinal plants are well-known for their diverse range of bioactive compounds, which have
long been used to treat chronic and infectious diseases (Periyasamy Ashokkumar et al., 2010).
Natural products derived from plant extracts/fractions are potent therapeutic agents for various
infectious as well as degenerative diseases. In herbal medicines, various parts of the plant (root,
stem, flower, fruit, twig exudates and modified plant organs) are used having diverse therapeu-
tic properties. To utilize these plants, they are collected on the minute scale by local communi-
ties and folk healers, while to trade for herbal industries numerous other plants are collected in
large amounts as a raw material (Sahreen et al., 2015). In recent years for the management and
protection against pathogens, a large number of plants have been examined for their antimicro-
bial characteristics as an integrative system of medicine (Hosseinzadeh et al., 2015).

For centuries, plant extracts and oils have served various medicinal and practical purposes (EL-

The Author(s) 2024. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/) , which permits unrestricted use, distribution, and reproduction in any medium «pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indi-
cate if changes were made.
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Kamali & EL-Amir, 2010). The genus Ocimum, which includes 160 species, is distributed
across tropical and subtropical regions, showing considerable morphological variability from
herbs to sub-shrubs (Mustafa & El-kamali, 2019). The morphology of Ocimum varies from herb
to sub-shrubs with large variations in leaf shape, size, glands, hairs and many more morphological
peculiarities. Each species produces essential oils with antimicrobial, antioxidant, antifungal,
and anti-inflammatory properties, although their taxonomy remains somewhat unclear (Nahak
etal., 2011).

Ocimum sanctum., is widely recognized in traditional and modern medicine across Africa, Asia,
Europe, and South America (Mustafa & El-kamali, 2020). This study aims to identify the chem-
ical composition of the n-hexane extract from the aerial parts of O. sanctum.

MATERIALS AND METHODS

Plant Material
The aerial parts of Ocimum sanctum., were collected from Sinnar State in April, 2018 and iden-
tified by Prof. Maha Kordofani from the University of Khartoum, Botany Department, Sudan.

Extraction
Twenty grams (20g) of dried aerial parts were macerated in n-hexane for 72 hours. After filtra-
tion, the extract was concentrated, yielding 80 mg of dried material (Omer et al., 2024).

GC-MS Analysis

GC/MS analysis was performed on a Shimadzu GC/MS-QP2010A system in ET mode (70ev)
equipped with at a split /splitters injector (250°C), at split ratio of 5/50 using DB-5MSColumn
(30m x 0.25mm id, film thickness: 0002E25 miss J and W scientific, fulsome, CAWA). Injec-
tion volume was 1misarlitre and electronic pressure programming was used to maintain a con-
stant flame (0.67ml/mins) of the Helium carrier gas. The oven temperature was programmed
from 150°C (4mins) to 320°C at a rate of 2c/mins and held at that temperature 200°C and inter-
face temperature 250°C. The relative approach percentage of each compound was determined
by area. Components identification was carried out using the NIST 147 and NIST 27 libraries
(Mustafa & El-kamali, 2019).

RESULTSAND DISCUSSION

GC-MS analysis of the n-hexane extract from O. sanctum., aerial parts revealed 46 chemical
constituents (Tablel) The major compound was methyl eugenol (27.24%), followed by squa-
lene (11.84%), a-bergamotene (9.83%), linalool (8.42%), and fenchyl acetate (7.56%). Sesquit-
erpenes (48.33%) and monoterpenes (21.25%) were the dominant compound groups, with other
identified components including triterpenol hydrocarbons, esters, ketones, fatty acids, and alco-
hols.

The results can be justified by the already reported work (Khair-ul-Bariyah, 2013). The work
has been reported regarding the chemical constituents of O. sanctum (Mondello et al., 2002).
Similarly, linalool of up to 71.4% in essential oil from Bulgaria has been reported (Jirovetz et
al., 2001). From China, Croatia, Israel, the Republic of Guinea, Nigeria, Egypt, Pakistan and
Malaysia, (z)cinnamic acid methyl ester, linalool, eugenol, estragol, bergamotene, 1,8-cineol, a-
cadinol, methyl cinnamate and limonene has been listed as major components of the essential
oil. Forty seven components comprising 97.99% of total oil have been reported
(Hassanpouraghdam et al., 2010).
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Generally, the work has been reported monoterpenoids comprise the major fraction of the oil
(77.8%) followed by sesquiterpenoids (12.8%). Oxygenated monoterpenes are 75.3% present
with estragole (21.5%), menthone (33.1%), menthol (6.1%), isoneomenthol (7.5%) and
pulegone (3.7%) being the main compounds. The only monoterpene hydrocarbon is limonene
(1.5%). Menthyl acetate was found in trace amounts (5.6%) (Khair-ul-Bariyah, 2013). The
presence of bioactive compounds supports the traditional use of O. sanctum for medicinal pur-
poses, and it was classified as a methyl eugenol chemotype.
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Figure (1). GC/MC chromatogram of Ocimum sanctum., n-hexan extract
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Table(1). Chemical composition of n-hexane extract of aerial parts of Ocimum sanctum.,:
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NO Compounds R.T % Formula Class type

1 o —pinene 4.866 0.38 CioH1s MH

2 Camphene 5.152 0.13 CioH1e MH

3 Hexen-2-one 5.523 0.42 CeH10O OH

4 B — phellandrene 5.598 0.20 CioH1s MH

5 B- (-)pinene 5.680 0.40 CioH1s MH

6 B — myrcene 5.888 0.41 CioHi6 MH

7 D- Linanene 6.689 1.06 CioH1s MH

8 EucalyptOI 6.762 5.25 CioH150 oM

9 B- Ocimene 7.048 1.09 CioH16 MH

10 Cyclohexanol,1-methyl-4-(1- 7.516 0.41 CqoH150 oM
methylethenyl

11 a-methyl-alpha-(4-mehyl- 7.609 0.17 C1oH150, FA
3pentenyl)

12 L-fenchone 7.976 4.48 CqoH160 Ketone

13 Linalool 8.159 8.42 CioH150 oM

14 Bicyclo (2.2.1) hepta-2-ol ,1,3,3- 8.530 2.16 CqoH150 oM
trimethyl-

15 3-cyclohexene-1-methanol 9.047 0.59 C,H,0 Alkene

16 (+)-2-bornanone 9.207 1.14 CioH160 Ketone

17 L-a- terpineol 9.667 0.29 CioH150 oM

18 a — terpineol 10.167 0.67 CqoH150 oM

19 Estragole 10.308 0.33 CioH120 oM

20 Octyl acetate 10.480 0.25 C1oH200, FA

21 Fenchyl acetate 10.755 7.56 C12H500, FA

22 Geraniol 11.440 0.38 CioH150 oM

23 Bornyl acetate 12.136 1.18 C1oHy0, FA

24 Hexadecane,1-chloro 12.280 0.12 CisH35CL Halo-alkane

25 -B elemene 13.181 0.28 CisHos SH

26 2-hydroxycineol 13.253 0.14 C1oH5004 Ether

27 o — culenene 13.423 0.04 CisHas SH

28 6-isopropenyl-3-(methoxy  meth- 13.528 0.07 C12H500, FA
oxy)-3-methyl

29 Hydroxycineol 13.586 0.13 C1oH150, FA

30 Elemene 14.275 1.64 C11H140, FA

31 Methyl eugenol 14.491 27.24 CisHos SH

32 a- Bergamotenol 15.096 9.83 CisHos SH

33 a- Guaiene 15.188 0.45 CisHoa SH

34 Humulene 15.537 0.64 CisHaa SH

35 B- cubebene 15.700 0.25 CisHas SH

36 B -Ylangene 16.047 1.50 CisHas SH

37 Germcrene B 16.338 0.63 CisHos SH

38 a-bulnesene 16.477 0.71 CisHaa SH

39 y-maurolene 16.636 1.76 CisHas SH

40 B-Sesquiphella-ndrene 16.737 0.34 CisHos SH

41 2-a-trans-bergamolol 16.832 0.20 Ci5H,40 (OK

42 Trans —a-begamotol 17.156 0.30 Ci5H,40 oS

43 Cubenol 18.476 0.38 Ci5H60 oS

44 Cadinol 18.903 3.78 Ci5H60 oS

45 Squalene 22.884 11.84 C3oHso Triterpenoids

46 Phytol 24.788 0.38 CyoH400 Diterpene

MH=monoterpene hydrocarbon; OM=oxygenated monoterpene ; FA=fatty acid;
SH=sesquiterpene hydrocarbon; OS=oxygenated sesquiterpene; OH: Oxgenated hydrocarbon.
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Table (2). The high compounds in Ocimum sanctum., with biological activity:

Compounds % Medicinal uses and biological activity References

Methyl euge- 27.24 anti-inflammatory, Nematodes, Antifeedant (Desai et al., 1996; Park et al.,

nol and Insects. 2007)

Squalene 11.42 Antioxidant and Antitumor activities. (Saint-Leger et al., 1986; Yano,

1987)

a- 9.83 Antiepileptic and anti-inflammatory activity. (Kohno et al., 1995)

bergamotene

Linalool 8.42 Antibacterial, antifungal and (Desai et al., 1996)
Anti-inflammatory.

Fenchyl 7.56 Food flavour (chewing gum, toothpaste). (Sabogal-Guaqueta et al., 2016)

acetate

Eucalyptol 5.25 Insecticidal, flavorings, fragrances, and (Sfara et al., 2009)
cosmetics.

CONCLUSIONS

A higher percentage of sesquiterpenes was found in the O. sanctum n-hexane extract which
might be used in the pharmaceutic industry, some compounds found in O. sanctum., aerial parts
are toxic such as phytol, which requires caution. To establish therapeutic uses of O. sanctum in
modern medicine, scientists and researchers must study the pharmacological effects of different
extracts on different body systems.

Duality of interest: The authors declare that they have no duality of interest associated with this
manuscript.

Author contributions :Contribution is equal between authors.
Funding: No specific funding was received for this work.
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Abstract

The efforts and projects of countries around the sector are coming to-
gether with the intention of growing the productivity of agriculture and
productivity rates by combining numerous new technologies to enhance
and develop the tactics utilized in agriculture. The top priority that re-
quires attention is improving irrigation efficiency in agriculture, because
of its unparalleled importance in maintaining sustainable agricultural
production. This study suggests a novel approach to lower the amount

of water used for soil irrigation, i.e., preserve water and manage water
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(5) cm meanwhile is cut off when it surpasses (25.0) cm. additionally,
the developed system can determine and approve whether the net-
worked devices, 10T components, and MCU can function properly.
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Keywords: Smart Agriculture, Smart irrigation System, Internet of
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conservation.

INTRODUCTION

The growing worldwide population and water scarcity, according to (Pathmudi, et al., 2023), make
water management in agriculture a crucial concern. Although they have been around for a while,
traditional irrigation methods are frequently wasteful and inefficient. in the same vein, (Vadivu, et
al. 2023) indicated that crop irrigation can be done more effectively and efficiently using smart irri-
gation systems, which make use of the newest technological advancements. This literature review's
objective is to investigate the body of knowledge regarding intelligent irrigation systems and how
they affect the agriculture industry. The significance of water management in agriculture is covered
in the introduction of the review. From there, topics include the creation of smart irrigation meth-
ods, their elements, advantages, and effects on the atmosphere and the farming industry. In addition
to being one of the most important resources for producing food, agriculture contributes significant-
ly to the Gross Domestic Product, which powers any country's economy. However, there are a

The Author(s) 2024. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/) , which permits unrestricted use, distribution, and reproduction in any medium «pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indi-
cate if changes were made.
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number of problems with traditional agricultural practices, including significant water waste during
field irrigation, reliance on non-renewable energy sources, and resource constraints in terms of
time, money, and labor. Today, everything is smart, thus for the country to prosper, the agriculture
industry needs to be developed strategically (Kumar, Kumar & Sharma, 2017).

In the same manner, (Vadivu, et al. 2023) said: “The agricultural sector plays a significant role in
the economy of many countries, and irrigation is a critical component of successful agriculture.
However, traditional irrigation methods can be time-consuming and labor-intensive, and often re-
sult in the over or under-watering of crops, which can negatively impact crop yields. To overcome
these challenges, smart irrigation systems have been developed to assist farmers in managing their
crops and increasing their yield” (Vadivu, et al., 2023: p. 196).

In compliance with (Cui,. 2021), a smart irrigation system is composed of numerous components,
such as sensors, controllers, communication gadgets, and client interfacing. Soil dampness sensors
are among the foremost vital components of clever water system frameworks. These sensors evalu-
ate the dampness level of the soil and offer information that helps in deciding how much water the
plants require. Sensors for sun oriented radiation, temperature, and stickiness are additional compo-
nents that may be consolidated into brilliantly water system frameworks. Pursuant to (Barriga, et
al., 2022), the controller, which modifies the system in response to data collected by the sensors, is
another important component of smart watering systems. Data from sensors, controllers, and user
interfaces are transmitted over wireless networks or cellular devices. The user interface is the com-
ponent of the system that enables users to view, interact with, and change system settings as need-
ed. Water, with accordance to (Chamara, et al., 2022) is a resource that crops require to flourish,
and managing water resources well is key to getting the best crop yields. More food must be pro-
duced with less water due to the world's expanding population. As reported by (Fernando, et al.,
2017), According to the Food and Agriculture Organization (FAO), agriculture consumes around
70% of all water consumed globally, and this figure is expected to rise as the world's population
grows. As a result, agriculture's efficient use of water is critical to guaranteeing food security and
meeting the rising population’s food needs.

Besides, food security is highly reliant on agricultural activity to drive the world economy. Howev-
er, this activity is in great danger due to climatic changes and improper use of irrigation techniques.
Consequently, the lives of numerous individuals worldwide are in jeopardy. In light, this paper pro-
poses a smart irrigation system based on the integration of new technologies.

Actually, compared to conventional irrigation systems, smart irrigation systems provide a more ef-
fective and efficient means of irrigating crops. In order to maximize irrigation schedules, these sys-
tems gather and analyze data from a variety of sensors using cutting-edge technologies, including
the Internet of Things. Increased agricultural yields, lower labor costs, less water waste, and better
water efficiency are just a few advantages of using smart irrigation systems. Preserving water sup-
plies through The deployment of smart irrigation systems will improve crop quality, benefiting the
agricultural business. As a result, smart irrigation systems have the potential to revolutionize how
we irrigate crops and provide food security for the expanding global population (Junior, et al., 2023,
Delpiazzo, et al., 2023).

The development of smart irrigation systems, as emphasized by (Zamani, et al., 2022; Mahbub, et
al., 2021), has been fueled by technological advancements, mainly in the field of IoT (Internet of
Things). Data from a range of sensors can be gathered and analyzed by loT-based systems to opti-
mize irrigation systems. Soil-based and weather-based smart irrigation systems are the two main
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categories. Weather-based systems employ weather forecasts to change irrigation schedules, where-
as soil-based systems use soil moisture sensors to determine when and how much water to use.

Smart irrigation systems offer numerous benefits over traditional irrigation systems, including re-
duced labor costs, decreased water waste, and increased agricultural output. They consume less wa-
ter as well. Smart irrigation systems use less water by only delivering water when needed since they
have sensors that detect the soil's moisture content. Agricultural harvests are also increased when
plants obtain the proper sum of water for growth (Ashlock, 2022).

(Zamani, et al., 2022; Mahbub, et al., 2021) announced that Smart Irrigation Systems (SIS) can save
labor expenses because they require less maintenance and monitoring than traditional systems. In-
telligent irrigation systems have the ability to benefit both the environment and the agricultural
economy. Smart irrigation systems can assist conserve water resources by decreasing water wast-
age, which is especially important in places with limited water supplies. Furthermore, (Chinasho et
al., 2023) noted that by reducing the amount of nutrients and chemicals that leak from the soil,
smart irrigation systems can reduce the requirement for fertilizers and pesticides since they allow
for precise water distribution. Into the bargain, (Sangaiah, et al., 2023) pronounced that water
sources like rivers and lakes may be maintained clean by doing this. The agriculture industry can
increase crop Yyields with the usage of smart irrigation systems, which is significant for assembly the
food requirements of the assembling population.

Intelligent irrigation systems, as emphasized by (Katimbo, et al. 2023), can improve crop quality by
providing the appropriate quantity of water and nutrients, which can consequence in food that tastes
better and is higher in nutrients. This can also raise the quality of the food produced. Higher farm
earnings and a more sustainable agriculture sector overall could arise from this.

In this paper, the significance of simulation tools within the context of smart irrigation systems is
investigated. It also explored their role in dataset generation, model testing, and validation. As re-
sulting the paper provides a description of a proposed model for simulating a smart irrigation man-
agement system using the most recent release of Cisco Packet Tracer. The simulation setup allows
for the activation of devices based on certain conditions. It also suggests future uses for the simula-
tion model, such as testing and evaluating a range of agricultural applications. Numerous research
works address the advantages of intelligent irrigation systems. These systems optimize water utili-
zation in agriculture through the use of sensors and Internet of Things technology, improving crop
quality and quantity. In order to increase irrigation efficiency in smart agriculture, (Gamal, et al.
2023) conducted a review of intelligent irrigation control and monitoring systems. The scheduling
and control of irrigation through monitoring techniques have been the foundation of this study. Ad-
ditionally, a discussion about prospective pathways for future research based on study gaps has
been scheduled. It is suggested in this context that open fields be investigated in conjunction with a
discrete forecasting control system that uses a combination of soil-based, weather-based, and plant-
based monitoring techniques. Open-area agricultural irrigation systems, as opposed to environmen-
tally controlled agriculture research, have unknowns that must be investigated. (Gamal et al. 2023)
stated that future research would focus on the development of process dynamics approaches for ir-
rigation systems, as well as the implications of intelligent management and monitoring tactics on
irrigation output in open field agricultural systems. In order to address the issues surrounding the
design and construction of an Internet of Things (loT) - based autonomous irrigation system that
will greatly reduce the amount of time and money farmers must spend; (Kumar et al,. 2023) con-
ducted a study. There will be less human interaction in the fields. Soil moisture sensors monitor
variations in soil moisture, and Internet of Things technology is used to automate irrigation. Be-
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cause it is so affordable, the suggested technique is best suited for developing nations. The sensor
identifies and notifies the node MCU, which turns on the motor, based on the moisture content of
the soil. The motor turns off by itself when the plants get enough water. Through his mobile device,
the user will receive an alert on the moisture satisfied of the soil. Kumar and colleagues (2023) con-
cluded that their campus has adopted the suggested smart irrigation system, which uses less water
and energy. In the same vein, and in order to avoid wasting water resources, (Das et al., 2023) car-
ried out a study with the goal of automating the entire irrigation system in terms of the crop's water
requirements by monitoring the soil's moisture content and climate.

The article also discusses how 10T technology allows for remote control of the irrigation system
from home. As a result, the system will offer easy access to it and shield the farmer from intense
heat and cold. In fact, Das, et al’s study sought to improve a Smart Irrigation System using loT (In-
ternet of Things) technology. According to Das et al., agriculture is one of the most essential re-
sources for producing food and, because it contributes to GDP, is essential to maintaining the stabil-
ity of any country’'s economy. However, there are a number of problems with traditional agricultural
practices, including significant water waste during field irrigation and reliance on non-renewable
resources like petroleum coal, time, money, and human resources, among others. With the rising
need for non-renewable energy sources, automation, and digitization, SMART agriculture is seen as
the nation's most promising industry for food production (ibid).

In order to avoid wasting water resources, Kumar, (Kumar, and Sharma's, 2017) study focused on
creating a Smart Irrigation System using loT technology. The goal was to automate the entire irriga-
tion system and provide crops with the necessary amount of water by monitoring soil moisture and
climate conditions. According to Kumar, Kumar, and Sharma, farmers will benefit greatly from the
new irrigation system as well. It will get easier and more pleasant to irrigate distant areas from
home. Furthermore, it will reduce the farmer's time traveling to and from the field in addition to
shielding them from the intense heat and cold.

MATERIALS AND METHODS

Simulation Framework: Packet Tracer 7.3, a Cisco Systems tool, is used for modeling smart irriga-
tion systems. It supports network creation, configuration, and troubleshooting. Its user-friendly in-
terface encourages users to learn its functionalities using help documents. It offers a virtual lab for
network building practice, network visualization, and cabling skills enhancement. It also ropes loT
device integration for creating smart home networks (Official Packet Tracer Tutorials, 2024). The
services provided by the current design include managing the water supply, monitoring field condi-
tions, and making necessary decisions for the virtual agricultural field based on data analysis. The
system allows for manual and remote operation via tablet/PC or Smartphone, potentially improving
water usage and energy savings. It outlines the steps taken to design and implement the smart irri-
gation management simulation model. These steps include the selection of smart devices (sensors
and actuators), configuration of the microcontroller MCU, gateway, interconnecting devices, and
the development of the web interface.

Network Topology: Figure 1 depicts the system design, which consists of three levels. Misra
(2021) distinguishes three layers: sensing and actuating, distant processing and service, and applica-
tion. The functionalities of the various levels of this system are as follows:
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Figure (1). The system design consists three layers

At the sensing and actuating level: various sensor nodes are arranged in the field to measure soil
moisture and water levels. Actuators, such as lawn sprinklers and solenoid valves, are installed at
this level. Wi-Fi communication modules are used for data collection and irrigation activation as
needed.

Processing and Service Layer: Serves as an intermediary, storing and providing access to pro-
cessed data for future use and remote access by authorized users.

Application Layer: Allows operators to display and control irrigation through cell phones, and an
IoT monitor application.

The interconnection of these devices is facilitated by an application programming interface (API),
a computing interface that outlines interactions between many software mediators. It provides a
platform for the devices to operate and integrates them, fetching information through the cloud
(WAN) (Official Packet Tracer Tutorials, 2024). The APIs employed in our work are designed to
enhance the functionality of the devices.

The figure 1 illustrates a system consisting of 10T components and interconnecting devices, all con-
nected to the internet. A smartphone is employed for real-time monitoring of field devices. Wire-
less devices, such as a Home Gateway and loT devices equipped with wireless modules, are utilized
to implement the Wireless Sensor Network (WSN). Table (1) below includes 10T components that
are utilized in the proposed network.

These components of 10T can be managed remotely through the Registration Server. Sensors or ac-
tuators are registered with the Home Gateway, which provides wireless connectivity. By connecting
to the Home Gateway using a web browser application on a PC, devices can be controlled locally.
For remote monitoring, configuration, or programming, devices could be connected to a remote lIoE
Registration Server located on a server. The 10T Registration Service is activated by default via the
Services tab on the IoE page of the server device.
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Table (1). 10T's components used in WSN

Component Use

Humidity Monitor Checks environment values to find the humidity.
Registration Server Compatible.

Water Sensor Senses water level in the soil

Temperature Monitor Detects and displays the temperature
Displays result in a registration server.

Water Level Monitor Water level detection
Registration Server Compatible

Lawn Sprinkler Raises the water level
Registration Server Compatible

Solar Panel Detects and views the amount of power being generated.

Wind Turbine Generates electric power

Battery Shows the percentage of charge left in the battery
Registration Server Compatible

DLC100 Home Gateway Enables wireless interconnecting,

Allows end users to monitor, protect and manage their homes using
a smartphone, tablet or PC.

Microcontroller (MCU-PT) Connects and controls things such as sensors and actuators

Motor Increase or decrease the power controls the engine speed.

Operation of 10T Devices using MCU: The Microcontroller Unit (MCU) is a board used for in-
terconnecting smart things like sensors and actuators. It provides a programming environment to
manage the things connected to it. This is crucial for the operation of the hardware as shown in
Fig.2. The primary function of this MCU is to activate the system, specify actions, display the water
level on the LCD, activate sprinklers, and support detection to achieve specific goals.

The programming for loT devices, including the water level monitor and lawn sprinklers, was done
by Integrated Development Environments (IDEs) specific to each device. Writing code and upload-
ing it to the board were straightforward tasks.

A LLLE L]

Blower Fan

Solar Panel

Water Sensor Lawn Sprinkler

Motor

Figure (2). Integrated Development Environments

RESULTS

The proposed architecture on which the simulation is applied, stands for an agricultural field that is
divided into subfields as seen in (Figure 3)
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Figure (3). An agricultural field that is divided into subfields

The loT irrigation method is reasonably segmented into three zones: the agricultural field sensors
and actuators, Internet service provider servers’ central office server and IoT Registration Server,
and end-user devices, as illustrated in Figure 4. Upper-side sprinklers, water level monitor, humidi-
ty monitor, temperature monitor and solar panel are wirelessly connected to the home gateway.

The home gateway uses a DSL connection to send data to the cloud. This data is stored on servers
and can be accessed by end-user devices via cell towers and wireless networks. The home gate-
way's internet settings include the wireless Service Set Identifier (SSID) and password. All wireless
devices utilize the same SSID, password, and DHCP default settings.
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Figure (4). An agricultural field sensors and actuators, Internet service provider servers’ central office server and loT
Registration Server, and end-user devices.
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0T devices are remotely connected to the I0T registering server. This connection allows operators
to check the position of the 10T devices from an 10T browser site as shows in (Figure 5).

¥ smanphoned ’ K

Physical  Confg L L Frogramimang  Allnbules

Water Level 2.6 cm
r @ Upside_Sprinkler_03 (PTTO81060P1-) Lawn Sprinkler
k ' Upside_Sprinkler_04 (PTTOB10CFYC-) Lawn Sprinkler
» @ Downslde_Sprinkler_02 (FTTO8106F55-) Lawn Sprinkler
» @ Downslde_Sprinkler_04 (FTT08101150-) Lawn Sprinkler
+ @ Upside Sprinkler 02 (PTT08107514-) Lawn Sprinkler
- .Temperature Sensor (PTTO810D8LU-) Temperature Monitor
Temperature 0.0 =C
- @ Humidity Sensor (PTT08103056-) Humidity Sensor
Humidity 79.2387 %
» @ Battery (PTT0810]308-) Battery

[ Top

Figure (5). Checking the status interface of the 10T devices

For setting irrigation water level rules, the researchers used Python programming. Figure 6 shows
the flawed chart of irrigation water level processing. This processing is includes 4 steps as follow-
ing:

Initially, the sensors detect their particular parameters based on pre-set conditions.

The sensed values which are analog such as water Level (AQ) are then digitized (x).

The current analog water level AO from sensor, which gives values from 0 to 255, which will be
mapped to 0 to 20 cm using the Interpolation formula (where X means original water level):

_(A0—0) (20— 0)
*= (255 — 0)
_ZO*AO
X = 7255

These formatted values are subsequently supplied to the actuators. The actuators are triggered based
on the input received, adhering to predefined situations, as depicted in Figure 4 below. In an irriga-
tion system, the sprinklers are activated once the water level falls below 5 cm and turn off when the
water level exceeds 25.0 cm.

The homepage shows a list of smart gadgets, displays their status, and allows for remote interaction
with them. Logical interactions between smart devices can be set up while connected to the main
IoT portal. These interactions are based on predetermined conditions, such as activating the sprin-
kler when the water level in a specific region drops, or lowering the water level in the tank that
powers the solenoid valve, as seen in figure 7 below.
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Figure (6). Flaw chart of the flaw chart of irrigation water level processing
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Yes UpSideField_Irrigation_On  Water Level UpSide Water Level < 5.0 cm Set Upside_Sprinkler_02 Status to true
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Set Upside Sprinkler 04 Status to true
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Figure (7). The rules base interface for water level in the tank
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Network Interconnection: The network Gateway serves as a central hub for all devices within the
system, establishing wireless network links. It enables the interconnection between a Local Area
Network (LAN) and a Wide Area Network (WAN), using a DSL modem. This is the point of con-
vergence for all devices and Internet of Things (IoT) components as indicated. In this configuration,
a single Home Network Gateway was set up. The assigned IPv4 address is 192.168.25.1, which is
typically the default IP address for the home gateway, and the subnet mask is set to 255.255.255.0.
The authentication process is stopped while the Service Set Identifier (SSID) is renamed to “Farm-
Gateway”, aligning with the server's username as depicted in (Figure 8).

¥ Home Gateway0 - o =<

Physical onfig Gul Attributes
GLOBAL Wireless Settings
Settings SSIiD FarmGateway

Algorithm Settings 2.4 GHz Channel 6 - 2.437GH=z
INTERFACE Coverage Range (meters) 250.00
Internet Authentication
LAN @® Disabled O WEP WEP Key
‘ Wireless ‘ O WPA-PSK O WPA2-PSK PSK Pass Phrase
O WPA O WPA2

RADIUS Server Settings

IP Address

Shared Secret

Encryption Type Disabled

[ Top

Figure (8). The Farm gateway interface

In this project, all 10T devices are connected to the home gateway with the server-generated
username and password. The loT server is given a static IP address that remains consistent, remov-
ing the need to reconfigure devices with new 0T server IP addresses, as shown in figure 9. It offers
DHCP services, 10T, and DNS functionality. These features enhance the IoT simulation's backend
intelligence and make it easier to host the 10T webpage, from which end users may connect and in-
teract with the smart irrigation system. The DNS service transforms the IoT homepage URL into
the 10T server IP address.
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Figure (9). DHCP, loT and DNS services interface
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10T is also used in smart irrigation systems which can enhance agricultural productivity while con-
serving water resources. By leveraging data-driven perceptions, these systems contribute to sustain-
able and efficient farming practices. Smart irrigation management systems use wireless sensor net-
works (WSN) and the Internet of Things (IoT) to optimize water use efficiency in the agricultural
sector (Difallah, 2018; Misra, 2021). The systems rely on sensors to provide simultaneous infor-
mation on environmental situations such as temperature and soil moisture levels, allowing for the
optimization of irrigation schedules and well-organized use of water resources. The integration of
wireless sensor networks (WSN) and the Internet of Things (l1oT) can address these challenges by
providing continuous real-time information on soil moisture, temperature, weather conditions, and
other parameters to optimize irrigation schedules. This allows for efficient water use and can also
reduce labor and energy costs for farmers. Moreover, it can help to prevent over-irrigation and wa-
ter waste and reduce the negative ecological impact of traditional irrigation on soil fertility and
groundwater depletion. Additionally, these technologies can also help to enhance crop yield and the
quality of crops grown (Khan, 2013). Simulation tools are essential for testing and evaluating sys-
tem performance during the development of smart home systems (Dogman, 2020). According to
(Sadek, 2023), simulation tools like Cisco Packet Tracer can be used to test and assess a range of
smart home applications, including energy management, health monitoring, and home security
(Gwangwava, 2021) discusses an industrial use case for an loT-based smart stimulant manufactur-
ing vegetable that was implemented using Cisco Packet Tracer. Notably, simulation tools have
emerged as valuable assets in this domain. They allow researchers to create synthetic environments
for testing and assessing a wide range of smart home applications, including energy management,
health monitoring, and home security. Various implementations of smart irrigation systems are dis-
cussed, such as automated drip irrigation systems, remote monitoring systems, and intelligent irri-
gation management systems.

Traditional irrigation practices face countless challenges such as water waste due to over-irrigation,
lack of real-time monitoring and control of water usage, and inefficient water management. It is a
labor-intensive (Khan, 2013). Furthermore, the data on soil moisture, weather conditions, and other
factors relevant to irrigation can create more challenges. This can lead to lower crop yields and
higher costs for farmers (Suba, 2015).

In this paper, the significance of simulation tools within the context of smart irrigation systems is
investigated. It also explored their role in dataset generation, model testing, and validation. As re-
sulting the paper provides a description of a proposed model for simulating a smart irrigation man-
agement system using the most recent release of Cisco Packet Tracer. The simulation setup allows
for the activation of devices based on certain conditions. It also suggests future uses for the simula-
tion model, such as testing and evaluating a range of agricultural applications.

DISCUSSION

Figure 10 illustrates how Cisco Packet Tracer features move between real-time and simulation
modes. The real-time mode enables the establishment of the underlying network, the connecting of
loT devices, and the construction of loT backend logic. However, only the simulation mode allows
for validation of the network communication layer between devices. This mode simulates packet
traffic between nodes and devices to verify connection, routing protocols, and other network logic.
It aids in the physical visualization and debugging of any network, such as configuring pings or
more complicated packets between nodes.
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Network Echo Test : This examination is conducted to confirm if the interconnected devices and
IoT components are part of the same WSN/internet, demonstrating their ability to interact. As per
the above Network Echo Test, all 10T devices and other network elements are connected and work
well. It is also possible to control the sprinklers and water valve locally through the digital and ana-
log ports using a microcontroller. The microcontroller is wired to the lower-side sensors, LCD and
water Level sensor. The MCU sends an on or off command to the sprinklers, depending on the wa-
ter level. Additionally, it's probably to control the lower-side sprinklers locally through the digital
ports, as illustrated in the figure below.

¥ Viewport
Contents  Workspace Back

Irrigation Area using
MCU

maotor

water Tank

Figure (11). The developed system for smart irrigation farm

The developed simulation of the smart irrigation system has been tested and worked successfully.
This system can be used now for real-time monitoring and control of the actuators, ensuring quality,
safety, and efficiency. As a result, all devices within the system are monitored through a
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smartphone as loT or MCU systems. Both developed systems show a significant outcome as seen in
the following results:

Water Level Monitoring: The sprinklers are activated when the water level falls below 5 cm and
are turned off when the water level exceeds 25.0 cm.

Renewable Power Energy System: This system is linked to the cloud through the home gateway.
The solar panel converts sunlight, and the wind turbine converts wind energy into electricity. This
electricity is stored in a battery connected to all devices. The end user can monitor the percentage of
power.

Water Level in Water Tank System: A water level sensor activates a motor that pumps water into
the tank in an efficient way. As seen both developed systems have been worked efficiently. Howev-
er, regarding start time speed we have seen the MCU always starts first by few seconds before I0T.

CONCLUSION

The present study suggested a novel approach to lower the amount of water used for soil irrigation,
i.e., preserve water and manage water resources as well, which has the potential to effectively in-
crease agricultural sustainability and ensure food security. In fact, the study embraces the concept
of “‘Smart Agricultural’ and the integration of advancing agricultural technologies. In light of the
foregoing, the study introduced a ‘Smart Irrigation System’ that was developed by the researchers.
Genuinely, the proposed system is built on embedded cutting-edge technologies; including the ‘In-
ternet of Things’ (loT) and the ‘Micro-Controller Unit’ (MCU). It is worth mentioning that the
working mechanism of the aforesaid developed system, which operates automatically through the
embedded MCU or remotely via 10T, is based on the idea that the sprinklers activate when the wa-
ter level falls below (5) cm meanwhile is cut off when it surpasses (25.0) cm. additionally, the de-
veloped system can determine and approve whether the networked devices, 10T components, and
MCU can function properly. In conclusion, our research has effectively proven the establishment of
a smart irrigation system using 10T technology. The technology is made to use less water, give
corps the best irrigation possible, and enable remote operation and monitoring. Several sensors are
used in the data collecting stage to get information on the water level. After processing this data, the
system moves on to the control stage, where it makes the required adjustments, such as turning on
and off pumps, to guarantee ideal irrigation. The user can monitor and control the machine remotely
thanks to the remote operation stage. The system's ability to reduce water consumption and provide
corps with adequate watering is demonstrated by the trial results. Because of the system's ability to
use less water, irrigation will cost less overall. All things considered; the research's smart irrigation
system has the ability to completely change how agriculture uses irrigation. The technology is eco-
nomical and effective, saving water and enabling the best possible irrigation. Furthermore, the sys-
tem may be conveniently and easily monitored and controlled thanks to the remote operation capa-
bility. Farmers, landscapers, and other industries that depend on irrigation stand to gain a great deal
from this technology, which might ultimately lead to a more maintainable and effective usage of
water resources.
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INTRODUCTION

The history of plastic production can be traced back to the mid-19th century. However, the modern
era of plastics manufacturing did not begin until the early 20th century, with the development of
Bakelite, the first fully synthetic plastic. Subsequently, significant developments in polymer chem-
istry have resulted in the creation of an extensive range of plastics, which have had a transformative
impact on sectors such as packaging, transportation, construction, and healthcare (Carwile et al.,
2011).

A multitude of plastic polymers are utilized in food packaging. The plastic polymers employed in
food packaging can be categorized according to their chemical composition and properties. The
most prevalent polymer employed is polyamide (PA) in figure 1, which is a polymer comprising
imide groups and is categorized as a high-performance plastic. Polyamides possess exceptional heat
resistance, rendering them suitable for a multitude of applications in contexts where durable organic
materials are required, including high-temperature fuel cells, displays, and various military applica-
tions.(Braun et al., 2013), Furthermore, polyamide resin is employed as an insulating layer in the
fabrication of integrated circuits and microelectromechanical system chips. Polyamide films

The Author(s) 2024. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
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vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indi-
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demonstrate optimal mechanical elongation and rigidity, which is beneficial for grip between poly-
amide layers or between a polyamide film and a stored metal layer. (Krakuer, 2006) The minimal
interaction between the gold foil and the polyamide film, coupled with the high temperature stabil-
ity of the polyamide film, results in a robust framework that provides reliable protection when sub-
jected to diverse forms of natural stress. Furthermore, polyamide is employed as a substrate for mo-
bile phone radio wires (Ono & Erhard, 2011).

Figure: (1). The spatial structure of the polyamide composite

Polyethylene is a material that is widely employed in the packaging of foodstuffs due to its low
cost, versatility, and ability to protect against moisture and synthetic chemicals Figure 2. The most
commonly utilized forms of polyethylene in packaging applications are high-thickness polyethylene
(HDPE) and low-thickness polyethylene (LDPE). They are the most widely manufactured plastic.
HDPE is a polymer that is employed primarily for packaging purposes, including plastic sacks,
plastic films, geofilms, and containers such as bottles. (Whiteley et al., 2000) Beginning in 2017,
the production of polyethylene tars reached 100 million tons per year, accounting for 34% of the
global plastics market.(Geyer et al., 2017), Plastics Europe.

Archived from the original on 4 February 2018] The polyethylene family encompasses a number of
known types, the synthetic recipe of which is (C2Has)n. Polyethylene is typically a blend of undiffer-
entiated polymers of ethylene, exhibiting a range of advantageous properties. It can be classified as
either low-density or high-density or alternatively, as one of the numerous transitional
varieties.(Yao et al., 2022) Additionally, the material's properties can be modified through cross-
linking or copolymerization. All structures are non-toxic and possess compound adaptability, which
contributes to polyethylene's prominence as a flexible plastic. Furthermore, polyethylene's chemical
versatility renders it resistant to degradation and corrosion when improperly discarded. As a hydro-
carbon, polyethylene is characterized by a lack of impurities and coloring agents and is combus-
tible. (Sepe, 2024).


https://www.plasticseurope.org/application/files/5715/1717/4180/Plastics_the_facts_2017_FINAL_for_website_one_page.pdf
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Figure:(2). The spatial structure of the polyethylene composite

Polycarbonate (PC) is a thermoplastic polymer comprising carbonate groups within its intrinsic
structure Figure 3. The polycarbonates employed in the construction of various products are distin-
guished by their strength and versatility, with specific grades additionally exhibiting optical trans-
parency. The aforementioned materials can be readily manipulated through processes such as shap-
ing and thermoforming. As a consequence of these characteristics, polycarbonate is employed in a
multitude of applications. Polycarbonate does not possess a unique serial number identification
code (RIC).(Lexan sheet technical manual, 2015), The extensive deployment of polycarbonate in
electronic applications contributes to the overall security profile of these devices. It functions as an
efficacious electrical insulator, exhibiting both high-voltage and heat resistance properties. Conse-
quently, it is utilized in the mechanical assembly of power organizations and broadcast communica-
tion equipment. It can be utilized as an electrical insulator in high-strength capacitors. (Serini,
2000).

Figure: (3). The spatial structure of the polycarbonate composite
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The use of plastic polymers has become ubiquitous in contemporary culture, assuming a pivotal
role in numerous facets of daily life. The flexibility, durability, and cost-effectiveness of these ma-
terials have facilitated their extensive utilization across a diverse range of industries, including food
and beverage packaging, medical services, electronics, and automotive manufacturing. (Kubwabo et
al., 2009), Although plastic polymers offer a number of advantages, their unavoidable use has also
given rise to concerns about the potential for contamination of natural materials, particularly in light
of the potential risks associated with the presence of added substances and impurities. One such risk
is the potential for substance migration, whereby plastic materials may transfer harmful synthetics
into foodstuffs via an interaction known as migration. The rate and degree of compound movement
can be influenced by a number of factors, including temperature, contact time, and the corrosive-
ness of the food in question. Furthermore, the movement of substances from plastic packaging to
food occurs via various pathways that may be influenced by temperature.

The process of dispersion refers to the movement of particles from an area of higher concentration
to an area of lower concentration. The transfer of synthetic compounds from plastic packaging to
foodstuffs can occur via the process of diffusion. (Gonzélez-Salamo et al., 2018), As atoms move
from areas of high fixation (e.g., plastic) to areas of low focus (e.g., food), the rate of dispersion can
be significantly accelerated by elevated temperatures, thereby expediting the relocation of designed
materials into food. In order to address these difficulties, a number of measures have been imple-
mented. These include improvements to biodegradable plastics, which form the basis of reuse pro-
grams, and the implementation of administrative measures with the specific aim of monitoring plas-
tic waste and promoting the use of financial packaging arrangements.(Rhim & Ng, 2007).

A variety of contextual analyses conducted in authentic settings have identified the potential risks
associated with the relocation of synthetic compounds from plastic bundling materials utilized for
food storage and organization. For example, a review published in Ecological Well-Being Perspec-
tives found that plastic containers designed for microwave warming delivery may leach BPA and
phthalates into food, potentially exposing consumers to harmful synthetic compounds. Furthermore,
studies examining the transfer of synthetic compounds from plastic baby bottles and food contain-
ers have highlighted potential health concerns regarding the use of these items, particularly for in-
fants and young children., There has been a notable increase in consumer awareness and concerns
about the safety of plastic food packaging in recent years. This is driven by a combination of grow-
ing scientific evidence and media coverage that has highlighted the potential health risks associated
with the use of plastics in food packaging.

These risks are attributed to the cost-effectiveness and versatility of plastics, which have become
ubiquitous in food packaging. Plastic materials, which are pervasive in food packaging due to their
cost-effectiveness and versatility, have been subjected to intensifying scrutiny regarding their ca-
pacity to leach potentially harmful chemicals into food, particularly under conditions of heat or
acidity.(Geyer et al., 2017), An additional creative methodology entails the integration of dynamic
fixings into plastic bundling materials, with the objective of extending the usability period of transi-
ent food sources and reducing food waste. For example, antimicrobial additives can be incorporated
into packaging materials to inhibit microbial growth and extend the shelf life of packaged food
products. Similarly, the use of oxygen scavengers and moisture scavengers can prevent oxidation
and decay, thereby maintaining the quality and safety of packaged items. (Thompson et al., 2009),
Nevertheless, the extensive adoption of novel packaging technologies gives rise to a number of
challenges and constraints. A significant challenge is to guarantee that new packaging materials and
additives comply with the relevant regulatory requirements and safety standards. It is incumbent
upon regulatory agencies to subject new packaging solutions to exhaustive testing and evaluation in
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order to ascertain their safety with respect to food contact and environmental impact. Furthermore,
the expansion of production operations for novel packaging technologies may necessitate substan-
tial investments in equipment and infrastructure, in addition to a meticulous examination of supply
chain logistics and associated costs (Ragaert et al., 2017).

Despite these challenges, continued technological advances hold the promise of enhancing the safe-
ty, sustainability, and performance of plastic packaging. By employing innovative materials, coat-
ings, and manufacturing processes, the industry can address consumer concerns regarding chemical
migration while simultaneously reducing its environmental impact and enhancing food security
(Kefeni et al., 2011). Moreover, the current analytical techniques employed for the detection and
quantification of migrating chemicals in food samples may lack the requisite sensitivity or specifici-
ty for some compounds, particularly those of an emerging nature or degradation products of plastic
polymers. It is imperative that methodological advances be made in order to improve the accuracy,
precision, and throughput of analytical techniques, thereby allowing for more comprehensive
screening of a wider range of chemicals at trace levels (Groh et al., 2017).

In order to address these complex research questions, it will be essential to engage in interdiscipli-
nary collaboration between food scientists, materials engineers, toxicologists, and analytical chem-
ists. An interdisciplinary approach that integrates experimental studies, computational modeling,
and risk assessment frameworks can facilitate a comprehensive understanding of the factors that
influence chemical migration and their potential health effects (Muncke, 2009), Although signifi-
cant progress has been made in understanding the effects of plastic polymers on hot food, there are
still knowledge gaps and research methodologies that require further investigation. By addressing
these gaps and adopting a multidisciplinary approach, researchers can advance their understanding
of this complex issue and develop evidence-based strategies to mitigate potential risks to human
health and food safety (Wagner & Oehlmann, 2011).

One of the most well-known additives that has significantly influenced its incorporation into poly-
mer plastic molecules is potassium bromide. Modern salt was extensively employed as an anticon-
vulsant and narcotic throughout the late nineteenth and mid-twentieth centuries, with over-the-
counter use becoming prevalent in the United States by 1975. The pharmacological action of this
substance is attributed to the bromide ion, and sodium bromide has a similar effect. Potassium bro-
mide Figure 4 is employed in the treatment of epilepsy in canines as a veterinary pharmaceutical.
The white crystalline powder that constitutes potassium bromide is its typical physical form under
standard conditions. The problematic substance is insoluble in acetonitrile; however, water has the
capacity to dissolve it. In a diluted aqueous solution, potassium bromide has been described as hav-
ing a sweet flavor. However, at higher concentrations, the substance is perceived as bitter, and at
even higher concentrations, it is perceived as salty. The characteristics of the potassium ion are the
primary cause of these effects. The perception of sodium bromide as salty remains constant regard-
less of the concentration. At elevated concentrations, it has been demonstrated that potassium bro-
mide is a significant irritant to the gastric mucosa, resulting in symptoms such as nausea and vomit-
ing. This phenomenon is not exclusive to potassium bromide, as it is a common occurrence in solu-
ble potassium salts (ChemIDplus, 2014).

Until 1975, bromide was present in a number of over-the-counter medications in the United States.
This was due to the fact that bromide compounds, particularly sodium bromide, were outlawed
from such products due to their chronic toxicity. Such products included the original formulation of
Bromo-Seltzer. The long half-life of bromide in the body presented a challenge in determining the
appropriate dosage without adverse effects. As a consequence of the advent of a plethora of superi-
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or sedatives with shorter durations of action, bromide was no longer employed for medical purposes
in the United States at this juncture (Adams, 1907).

Figure: (4). The spatial structure of the potassium bromide complex
The objective of this study is to quantify the migration of chemicals from plastic polymers to heated
foods, which represents a significant hazard to human health. The objective of this study is to ascer-
tain which types of plastic are the most stable and prevent the interaction of plastic particles with
potassium bromide on baked foods, and to determine their ability to withstand the surrounding con-
ditions. This will be achieved by simulating their interaction with potassium bromide, a food im-
prover used to improve the specifications of bread and baking.

MATERIALS & METHODS

The study of electron behavior through mathematical approximations concerns the examination of
the properties of matter. Consequently, the equations of quantum mechanics were initially em-
ployed solely for single-electron systems. Over time, a plethora of mathematical techniques have
been devised to approximate solutions for many electron systems through computational means
(Esposito et al., 2004).

The significance of quantum computing emerged from the inability of classical physics to elucidate
certain phenomena, including the blackbody effect, the photoelectric effect, the Kempton effect,
and other such occurrences. (Rai-Choudhury, 1997) The geometric structures of the complexes
were constructed on the foundation of the structures derived from the crystal parameters furnished
by Cambridge Structural and were subsequently optimized through the utilization of the Density
Functional Theory (DFT) method, employing the Gaussian 09 software package. The initial geome-
tries of the compact complexes were constructed using HyperChem version 8.0, developed by Hy-
percube, Gainesville, FL, USA.

The objective of the geometry optimization process is to ascertain the position of the stable point at
which the molecule is most stable. The stable point may be identified as the minimum energy con-
figuration, which is indicative of the molecular system being most stable at low energies (Natelson
et al., 2000)

The process of optimizing the input structure in order to reach the transition state structure com-
mences with a structure that exhibits a lower energy state. The calculation of vibrational frequen-
cies is frequently undertaken subsequent to the identification of the stable point through the process
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of geometry optimization (Tsuji, 2015). The DFT method is a frequently employed technique for
calculating electron density in a diverse array of compounds. It is employed in the treatment of
large molecules in computational chemistry, where it is particularly advantageous. A quantum
chemistry approach based on the Schrddinger equation is the DFT method.(Natelson et al., 2000).
B3LYP is a widely employed methodology in the field of chemical systems, primarily due to its
high degree of accuracy in determining the final geometry, approximate structural formula, final
energy, and bond lengths. It is also crucial to consider the internal bond lengths and angles (Tsuji,
2015).

RESULTS & DISCUSSION

The results and discussion demonstrate the significance of examining the total energy and the
spectrum of absorbed ultraviolet rays, in addition to the polar moment, which encapsulates the
strength of the activity of the physically interfering compounds between the polymers used with
potassium bromide. As illustrated in Table 1, the lowest polar moment was observed for
polyethylene, which exhibited the highest absorption and a relatively high energy level among the
other polymers. Conversely, there is a marked increase in the polar moment of potassium bromide
and a notable reduction in energy, which renders it highly stable. However, this increased stability
may pose a risk if the permitted limit is exceeded in the bread and baking industry. Accordingly, the
utilization of a specific type of plastic for polymers with a low polar moment was imperative to
circumvent interference and absorption within the ultraviolet spectrum. This phenomenon was
observed in the case of the polymer (polyethylene) in its individual state. However, to gain a
comprehensive understanding of the interplay between the components and to ascertain the most
optimal configuration, computational integration is essential. This will facilitate the identification of
the lowest polar moment, which will ultimately determine the most active component and the most
suitable integration strategy. This is a provisional measure.

Table 1: Energy of the polymers polyamide, polyethylene, polycarbonate and potassium bromide individually.

Structure EN, hartree Dipole moment, Debye UV-Vis, nm
PA - 769.644140 7.642117 750.00
PE - 431.592646 1.641764 786.00
PC - 844.570386 2.410575 265.03
KBr -3382.703071 10.748100 760.00

As evidenced in Table 2, there is a notable discrepancy in the total internal energy values of the
polymer complexes with potassium bromide. Among the polymers, polyethylene exhibits the most
favorable interaction with bromide, characterized by a low polar moment and high absorption.
While the energy remains relatively high for the other polymers, it has decreased significantly from
its single-case value.

Table 2: Energy of complexes formed between polymers and potassium bromide.

KBr
EN, hartree Dipole moment, Debye UV-Vis, nm
PA - 4166.32120 23.207191 760.00
PE -3812.125698 8.417560 800.00

PC -4241.374936 16.330985 680.00
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Figure: (5). Energy of complexes combined between polymers and potassium bromide

The energy of the polymer complexes combined with potassium bromide exhibits a discernible dis-
tinction in figure 5. In this regard, polyethylene displays the most notable energy profile, imparting
heightened activity without undue interference over an extended duration. This distinguishes it from
the other polymers, which exhibit less pronounced energy profiles.

Figure: (6). Polar moment values for the complexes combined between polymers and potassium bromide

Figure 6 illustrates a reduction in the polar moment value for the polyethylene-potassium bromide
mixture, which lends further support to the use of polyethylene plastic as a safe carrier. This is due
to the decrease in bromide activity, which is reduced to a lower degree among the other polymers
used.

Figure: (7). UV spectrum curve of the complexes combined between polymers and potassium bromide
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The UV absorption spectrum of polyethylene complex with potassium bromide, as illustrated in
Figure 7, exhibits the highest absorption rate of polymers under consideration. This result corrobo-
rates the suitability of polyethylene as a safe carrier in the presence of bromide. The subsequent
figures (8, 9, 10, 11, 12, and 13) illustrate the integrated complexes and simulated UV absorption
spectrum of samples of polymers, namely polyamide, polyethylene, and polycarbonate with potas-
sium bromide. It is notable that there is a discernible difference in the absorption curves.

"
.o’
?‘i’ 2 2P
L& 2

Figure 8: (9). Polyamide integrated with potassium bromide
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Figure : (9). UV spectrum curve of polyamide complex with potassium bromide
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Figure: (10). Polyethylene combined with potassium bromide
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UV-Vis Spectrum
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Figure: (11). UV spectrum curve of polyethylene complex with potassium bromide

Figure: (12). Polycarbonate combined with potassium bromide
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Figure: (13). UV spectrum curve of polycarbonate complex with potassium bromide
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CONCLUSION

The findings of this study indicate that there are significant differences in the energy of the integrat-
ed complexes, polar moment, and UV absorption spectrum of the polymers under examination. It is
evident that polyethylene is the optimal choice, as it exhibits the greatest degree of non-
interference, providing a high degree of assurance when employed as a carrier for baked foods in
which potassium bromide was utilized as an improving material.

RECOMMENDATIONS

It is imperative that this line of research be continued, and that the quality of plastic be enhanced.
This can be achieved through collaboration between researchers in this field and stakeholders in the
baked food industry. By doing so, we can guarantee the safety of baked foods and ensure that pack-
aging meets the scientific specifications set forth in this study and other studies in this field.
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manuscript.
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Abstract

The tumor growth models are vital and efficient tools for treating and
diagnosing the disease. Therefore, we will find in this paper an approx-
imate solution to the brain tumor growth model for a variable killing
rate under medical treatment by applying the homotopy perturbation
method (HPM). This method is both effective and simple, as it
doesn’t require the development of any iterative scheme to find a solu-
tion to the given equations. We will apply a new homotopy perturbation

method (NHPM), which shortens the steps used in HPM by utilizing the
first approximate solution to get the exact solution. The efficiency and
reliability of the presented methods will be tested using some examples.
Additionally, we will calculate the norm errors L,, L, and absolute
error. Furthermore, we will conduct numerical simulations and generate
graphics for this model using the Wolfram Mathematica 13.2 code.
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INTRODUCTION

Cancer cells grow and multiply very quickly, and most cancer treatments only rarely kill active-
stage cells, this has prompted scientists to develop models of the growth of these tumors to develop
effective treatment strategies and improve diagnostic and prevention methods. These models help
improve patient care and also work to simulate the effects of different treatments on growth tumors
and achieve the best results with the least side effects. In our study, we will study the growth model
of a glioma brain tumor, which is commonly found in humans and can be managed with chemo-
therapy, radiotherapy, and surgery.in (Burgess et al., 1997) presented the initial formula for study-
ing the glioma model, where they proposed a three-dimensional model for the growth of glioma that
is devoid of any medical treatment and can grow without restrictions. This model was developed by
many physicists, mathematicians, biologists, and medicines by incorporating cancer-killing sub-
stances into treatment. It was done by utilizing differential or integral equations, combining ideas
derived from these sciences (Cruywagen et al., 1995; Gonzalez-Gaxiola & Bernal-Jaquez, 2017;
Wein & Koplow, 1999). In our research, we will study how to apply the homotopy perturbation
method (HPM) and the modified homotopy perturbation method (NHPM) to a developed model of
the Burgess equation, as this method was studied for the first time in (He, 1999) to solve nonlinear
differential and integral equations. We will compare the approximate solution obtained from this

The Author(s) 2024. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
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method with the exact solution provided in the examples. This will be done using the absolute error
and the norm errors L, L.,. To calculate the results, we will use the Wolfram Mathematica 13.2
software.

Mathematical model of the Brain tumor growth (BTG):

Several scholars have discussed the Mathematical model describing brain tumor growth (Ganji et
al., 2021; Tracqui et al., 1995).

The equation that expresses the tumor rate is (Gonzélez-Gaxiola & Bernal-Jaquez, 2017; Nayied et
al., 2023):

51’1;. o DV*n(x,7) + p(D)n(x,7)
_ D_a_( 2 a";x T}) + p(Dn(x, 1) 1)

Where n(x, t) is the tumor cell concentration at the time t, VZis the Laplacian operator, D the dif-
fusion coefficient, and p(t) is the growth rate of the tumor. The equation (1) is known as the Bur-
gess equation, but this model has been modified by adding the Killing rate k(z) to equation (1) by
(Wein & Koplow, 1999) so the Burgess equation was obtained in the form:

an;ar:.r] _ xiz;_x( Zana[xr}) + p(Dnlx, ) — k(Dn(x,1) (2)

Equation (2) can be rewritten as
{ana[:.r} _D 12 aax (1’2 anlx, r}) + p(@nlx,1) — k(©Dn(x,7) @
n(xg,rg) =g
Following (Andriopoulos & Leach, 2006; Singha & Nahak, 2022), we propose the change of varia-
blest = 2Dt,u(x,t) = x n(x, 1), and w(x,t) = E u(x, t) in equation (3), we get
[ dulxt) 1 azu{x t]

Pra + w(x,t)
u(x, 0) = f(x)

Where w(x, t) represents the source term.

(4)

MATERIAL AND METHODS

The iterative methods employed in this paper to find the approximate solution of the glioma brain
tumor model will be introduced in this section (Kashkari & Saleh, 2017; Pal et al., 2023;
Sobamowo, 2023).

Homotopy perturbation method (HPM)
Consider examining the nonlinear differential equation that follows
Aw)—f(r)=0,r€sd (5)
With the conditions
du
B(ua)—OrEF (6)

Where 4, B,r, f(r),T respectively, are a general differential operator, a boundary operator, a co-
ordinate, a known function, and the boundary of the domain &§. Operator A can be split into two
separate operators, L ( linear operator) and N ( nonlinear operator). Consequently, equation (5) can
be rewritten as follows:

Lw)+N@w)—f(r)=0 (7)
Using the homotopy technique, we can create a homotopy denoted as v(r,p):8 x [0,1] = R
Which meets the following conditions:
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H(v,p) = (1 —p)[L(v) — L(ug)] + p[A(v) — F(r)] =0, pel0,1], re6  (8)

Where w4 is an initial approximation of Eq. (5). Using the homotopy technique, we can assume that
the solution of equation (8) is as follows:

V= v+ pry + pPug o

By setting p = 1, we obtain the solution of the equation (5)

u=limv=uvy+uvy+wvy+--
p—1

New homotopy perturbation method
The idea of this method is similar to HPM. First, we consider the Egs. (5), (6), (7). Using NHPM
we construct the following homotopy:
H(v,p) = (1 —p)[L(w) —uol + p[A(w) — f()]1 =0 (9)
Where uy, is as in Eq. (8) . By using the homotopy technique and assuming that the solution of
equation (9) can be expressed as:

v = vy + pry + p21;2 N ETRIIRTT (10)
By setting the initial approximation of Eq. (5) in the form _
1o = Nizo ¢ (R (x) , R;(x) =t (11)

Where, ¢;(x) are unknown coefficients and R;(x) are known functions. By substituting (10) and
(112) into (9) and comparing the coefficients of p to the same powers, we assume 4 (x,t) = 0.
Therefore the exact solution can be obtained as:

wix, ) = F() + B2 ¢, (1) 112 (12)

Where R;(x) = t',¢;(x),i = 0,1,--- unidentified quantities that would be evaluated

Application of Iterative Methods in the Brain Tumor Growth Model

Application of Homotopy Perturbation Method in the Brain Tumor Growth Model
This part is dedicated to the analysis of the BTG model (4) by using HPM, where

Llu(x,t)] = us(x, t) ,N[u(x,t)] = — (%uﬂ(x. t) + w(x.t)) S, t)=0

i.e. A(u(x, t)) = u.(x,t) —%uxx(x, t) —w(x,t)

Where w(x,t) = % u(x,t)

By employing the homotopy technique, we obtain

Hu,p) =us—vor + p (vm —% Uy — w(x,t)) (13)

Substituting the initial condition and u = X2, p'u; in the above equation

In the first case, if w(x,t) = au(x,t),a is constant, then
dug Oy , dus

at "Par TP g T Vor

1/ 3%u, d%u, , 0%us 5
+tP\Vor —5 52 TP TP G2 T —a(ug + pu; +puz +--) ) =0

By comparing the coefficient of terms with identical power of p, we get
p%:ugr — vor = 0 = uy = u(x, 0)

plruy = aug + 5 toxx ~ Vot » u,(x,0) =0
p?iuy = auy + % Ui Uz (x,0) =0 (14)

p3:iuz, = aus JrE Usyy, Uz(x,0) = 0
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P": Upe = QUp_y) -l-%u{n_l}xx, u,(x,0) =0

By integrating both sides of the above equations for t, we get the required solution.

In the second case, if w(x,t) = g(u(x, t)), i.e.w(x,t) is a nonlinear function of wu(x,t).

Using the same steps as in the first case, but setting w(x,t) = g(ug + puy + p*u; + ---) and using
Taylor’s series in Eq. (13).

Application of New Homotopy Perturbation Methods in the Brain Tumor Growth Model
For solving Eq.4 by NHPM we construct the following homotopy:

Uy = Vg — P (1?0 — %uxx —wix, t)) (15)
Integrate both sides of the above equation for ¢
u(x,t) = u(x,0) + fﬂt vodt — p fﬂt (1?0 — % Uy — wix, t)) dt (16)

Where u = 272, p'u;, vg = 2ieo ¢ (0)R; (1), R;(t) = ¢* in the eq. (16) and equating the coeffi-
cients of p with the same power leads to
In the first case, if w(x,t) = au(x,t),a is a constant:

t
p®iug = ulx, 0) +[ (co + eyt +cpt? + -+ )dt
Q

pliu, = —fﬂt ((C{] + ¢yt +cpt? + -0) —% Ugex — auﬂ) dt a7

b
p?iu, = —f (——ulﬂ — aul)dt
0 2

o1
p3iuz = —[ (—— Uppy — auz) dt
0 2

And, so on
If we solve eq.’s (17) in a manner that

t
1
Uy = —[ ((C{J + et +ept? +0) — 5 toxx — a“{l)dt =0
0

Then, the equations (17) get the yield to
U, =0m=234,-
Thus, the exact solution can be obtained as follows:

u(x,t) = fx)+ X206 % R; =1t!
In the second case, if w(x,t) = g(u(x, t)), i.e.w(x,t) is anonlinear function of u(x,t).
Using the same steps as in the first case, but setting w(x,t) = g(ug + puy + p*u; + ---) and using

Taylor’s series in Eq. (16).

Numerical simulation

In this section, we will employ our methods to obtain an approximate solution of the BTG model
(4) to verify the efficiency of the methods used in this paper. The given examples have been chosen
from (Gonzélez-Gaxiola & Bernal-Jaquez, 2017; Nayied et al., 2023).

The numerical simulation for the examples was performed using the Wolfram Mathematica code.
To determine the quality of the results obtained, the following error norms L, and L.are calculated

N M 5 1 1
Ly = llu — uexaeellz = ﬂ.xﬂtzz (“(xi-tj) — Hexact(xi-tj)) yAx = N —1 At = M—_1
i=0 j=0




Al-Mukhtar Journal of Basic Sciences 22 (3): 196-206, 2024 page200 ofll

Lo = |l —uyllee = max|u — wppqee] , abs.error = |4 — Uppger
L
Example 4.1
We consider the following Burgess equation
uy(x, t) = %uxx (x,t) + wix,t) (18)
With the initial condition
u(x,0) =e* (19)

Where w(x,t) = é u(x, t) and the exact solution u(x,t) = e**t
To find a solution of eq. (18) by HPM, we will follow the same steps used in part (3.1), we obtain

the following:
p%iuy = e*
pl:u, = te*
2 t? x
peiup = e (20)
tg

3 _ x
P iUz = e
3 6

Gives the series solution as:

(=]

t? 3
—_— _ JES— —_— IR x
u(x,t) = E un—(l—l—t—l—z!—l—a!—l— )e

n=0
= X+t

Now, we will use NHPM to find the solution to equation (18) by following the same steps as in part
(3.2).

t
pPiuy = e* -I—[ (co + it + cpt? + -+ )dt
0

pliu, = —fot ((cg + eyt +cpt? +0) —% Woxx —éug) dt (21)

5 o1 1
peily = — . (—Eulxx—zul)dt

b 1
piius = —f (——uzﬂ ——uz)dt
0 2

2
And, so on
Now we will get the value of u, (x, t) such that the values 5, us, ... u,, will vanish.
— fﬂt ((cg + oyt +ept? + ) — % Uggy — aug) dt =10 (22)
Now putting the coefficients of ¢t equal to zero in eq.(22), which gives
1 . . . 1
cp=¢e",c; = E(cg + cﬂ) =e”*, c; = E(Cl —I—cl) :133‘,03 :E(cz —I—cz) = Eex and so on
— 1 x
Ch = EB

So, the solution of eq. (18) is as follows:
Riya ;
] t) = ] t P 4 2 R = tI
u(x,t) = uglx )+Z;CI£+1 ;
1=

t2 1
=ex-I—ext-l—ex;-l—gex—-i-—ex—-l----



Al-Mukhtar Journal of Basic Sciences 22 (3): 196-206, 2024 page201 ofll

2 3 %
= e~ (1—I—t+t2—!+%+i—:+'“)
So, we get
u(x,t) = e*tt
Which is an exact solution.

The numerical results of this example are displayed in Table 1 and Figures 1, 2, and 3. Table 1
compares the error norms L,, L., for N = 100 at different time levels ¢t < 1. Figure 1 displays the
graphical behavior of the numerical solution at various time levelst < 1 and i = 10. Figure 2 com-
pares HPM and NHM with the exact solution at t = 0.5. Moreover, Fig. 3 shows the absolute error
between the solutions obtained by HPM and NHM and the exact solution for
x € [0,1],t = 0.5,i = 10. Based on Tables 1 and 2, as well as Figures 1, 2, and 3, it is clear that we
obtained good results.

Table: (1). Comparison of the error norm L5, L, at various times of ex.1

Error t=01 t=10.3 t=10.5 t=07 t=09
HPM 34542 x 10718 4.7468% 1071 4.6524% 107 g gq55x 107 1 0117x 10718
NHPM L; 34542 x 10718 47468% 10718  4.6524% 10718 g g455% 10715 1 0117x 10715
HPM 8,8818% 107'%  13323x 1075 g 8g18%x 107'® D GE45x 10715 3 5527x 10715
NHPM L 8,8818% 107'%  13323x 1075 g 8g18%x 107'® 2 GE45x 10715 3 5527x 10715
Uanixt) Ugfxl)
3 .
45 y, 45 p
Fd
40 / / “ &
tn0] = = 5 i t=8.1 -
15 : " 120,53 -
/ / :"" :;‘ = i t:=e.5 g
i : £,-0.7
”_ / ’  a / :"" :; o 25 t:=e.9--.
b P 20
20 ” -~ ’ b T - L X
/ - T . ‘ . 150 ; 1.0
15 - * 02 04 06 08 1.0

Figure: (1). Comparison of HPM versus NHM at different t of ex.1
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Figure: (2). Solution of HPM and NHM with exact solution at x € [0,1], t = 0.5 of ex.1
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Figure: (3). Absolute error between solutions obtained by HPM and NHM for x € [0,1],t = 0.5,i = 10 ofex.1

Example 4.2

Consider the nonlinear Burgess equation

ug(x, t) = uxx(x t) + wix,t) (23)
Subject to the initial condition

u(x,0) =In(x +2) (24)

Where w(x, t) = e ¥t 4 %e‘zu(x-” and the exact solution u(x,t) = In(x + t + 2)

In the first case, we will solve eq. 23 using the HPM by following the steps used in part (3.1) when

w(x,t) is a nonlinear function as follows:

ﬂuﬂ_l_ 51L1+ ﬂuz_l_
ac Pac v’ at Vot

9%u d%u , 0%u .
P (T?m (3 20 TP dx 21 + p? dx 22 + ) — e~ (uotpuy+pPuz+-)

1 )
_ Z e 2uptpuy+pPuz ) | — g

By simplification of the above equation, we get
dug  duy  ,0uy 1 E.'zug 1 ,0%u; 1 0%,
Ft TP TP v T Vet P T3P a3 g T3P g

1 )
_pe—uc,e—l[_pul+p Uy +eee ) _Epe—ZHOE—Z{_pul+p Ug ) 0

By using the Taylor series to expand the previous expression, we obtain
dug N o,y N ,0uz ‘. N 1 E.'zug 1 ,0%u; 1 0%,
2 Par TP e Vor ¥ PV~ 3P 57 T3P a2 3P oy

2!

1 4(puq, + p?u, + -+ )?

Comparing the coefficients of equal powers of p
p%:ug = In(x + 2)
plru, = £ (25)

24+x

(puy + p2uy ++)2
—p(““ﬂ(l—(pu1+pug+ )+P1 e — -
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2., = £
Ptz = ooy
3 t?
Uny = ———
P U3 = J5103

Gives the solution as
t t? t3
2+x 22+0% 3@+x7
That gives the exact solution
ulx,t) =Inlx+t+ 2)
In the second case, we will solve eq.23 using the NHPM. By following the steps in part (3.2), we
get

t a a2 a2
u(x,t) =Inlx + 2) + fﬂ vodt — Pf (vﬂ (a;G +p a;?i + p? a;z + ) _

u(x,t) = Inlx + 2) +

e~ (tg—pus +p?uz+--) _Ee—z{jug—pul+p Ug+- ))
2

Solving the above equation by using the homotopy technique, we get
t

p%:ug = In(x + 2) -l—[ vodt
0

_ 1
pliu, = —j (1?0 —Ugy, — € 10 —3e 2“0) dt (26)
o1
p?iu, = —[ (_E Uiy T Uge 0+ ule_z“ﬂ) dt
0

| 1
3. — —u —2u Z,-U —2u
p .113——[ (—Eugﬂ+uze 0 4+ use U—Eule o —ule U)dt
0

By assuming vo = 2o c; (x)R; (£), R; () = ', and solving the equation u; (x,t) = 0, we get
1 1 1 1

=~ a0 _ = T o = — . — [ — n
O T @R T a0 T or e T Y

Moreover, we have

u(x,t) = uglx, t) +Z I+1 R, =1t

t2 t2 t#
2 + 3 4
2(2+x) 3(2+x) 4(2+x)

2+

= In(x +2)+m—

Thus,

ulx,t) =In(x+t+2)

Which is an exact solution.

Both the exact solution and the approximate solutions of ex.2 are compared in Fig. 4, table 3, and
Table 4, where we notice that the solutions are almost identical, but through the absolute error, we
notice that there is a small difference between the exact solution and the approximate solutions. Ta-
ble 2 submits a comparison of the error norm L, for (x,t) € (0.1] x [0,1],i = 10 and different val-
ues of N, M.

Table: (2). The error norm L, on (x,t) € (0.1] x [0,1]of ex.2

Error N=10,M =10 M=N=100 M=4,N=8
HPM Ls 3.8586 x 107° 2.1628 x 10~° 6.1596 x 10~°
NHPM 1.7073 x 108 9.1124 x 1077 2.7615 x 10~°
HPM L, 3.046 x 1075 3.046 x 1075 3.046 x 1075
NHPM 1.3929 x 1075 1.3929 x 10°8 1.3929 x 10°8
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Table: (3). Comparison between solutions obtained via HPM, NHM, and exact solution on (x,t) € (0.1] x [0,1] of
ex.2

t=0.1 t=0.5 t=0.9

x PHM NHM exact PHM NHM exact PHM NHM exact

0 0.74194 0.74194 0.74194 0.91629 0.91629 0.91629 1.06470 1.06471 1.06471
0.1 | 0.78846 0.78846 0.78846 0.95551 0.95551 0.95551 1.09861 1.09861 1.09861
0.2 | 0.83291 0.83291 0.83291 0.99325 0.99325 0.99325 1.13140 1.13140 1.13140
0.3 | 0.87547 0.87547 0.87547 1.02962 1.02962 1.02962 1.16315 1.16315 1.16315
0.4 | 0.91629 0.91629 0.91629 1.06471 1.06471 1.06471 1.19392 1.19392 1.19392
0.5 | 0.95551 0.95551 0.95551 1.09861 1.09861 1.09861 1.22377 1.22378 1.22378
0.6 | 0.99325 0.99325 0.99325 1.13140 1.13140 1.13140 1.25276 1.25276 1.25276
0.7 | 1.02962 1.02962 1.02962 1.16315 1.16315 1.16315 1.28093 1.28093 1.28093
0.8 | 1.06471 1.06471 1.06471 1.19392 1.19392 1.19392 1.30833 1.30833 1.30833
0.9 | 1.09861 1.09861 1.09861 1.22378 1.22378 1.22378 1.33500 1.33500 1.33500
1 1.13140 1.13140 1.13140 1.25276 1.25276 1.25276 1.36098 1.36098 1.36098

| Uph=uex| | |up-uex| Ig x 107"

6.x10:7
4.X10_?
2.x10

1 b0 D-D

Figure: (4). Comparing between approximate solutions obtained via HPM, NHM, and exact solution on the interval
(x,t) € (0.1] x [0,1] of ex.2
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Table: (4). The absolute error on (x,t) € (0.1] x [0,1]of ex.2

page205 ofll

X t=101 t=05 t=109

[1g, — Uge | [t — U [tz — gy | [t — Uge | [tz — gy | [tp — g
0 4.44 % 10746 1.11 = 10~1& 1.76 % 1078 403 x107° 9.87 x 10°¢ 4.06 x 107¢
0.1 222 %1018 1.11 % 10718 1.04 x 1078 226 x107° 5.85 x 10°¢ 229 % 10°¢
0.2 | 111 x1071 0 6.20 x 102 131 x 107° 3.55 x 10°°¢ 1.33 x 107®
0.3 333 x 10718 222 x 10718 3.89 x 10°° 7.73 x 10710 220 x 1078 7.89 x 1077
0.4 222 x 10" 1s 1.11 x 10718 2.45 % 107° 4.67 x 10710 1.40 x 10°® 479 x 1077
0.5 0 1.11 % 10718 157 x 107 2.88 x 10710 9.00 x 1077 296 x 1077
06 | 222 %1018 0 1.03 % 10~° 1.81 x 1071@ 5.90 x 1077 1.87 x 1077
07 |0 222 % 10746 6.83 % 10~10 1.16 x 10719 393 x 1077 1.20 x 1077
0.8 | 222 x1p-18 222 % 10746 4.60 % 10~10 1.52 x 10711 2.65x 1077 7.82 x10°®
0.9 0 222 x 10718 3.14 x 10710 496 x 10711 1.82 x 1077 5.17 x 1078
1 222 % 10718 0 217 x 1071° 332 x1071 1.26 x 1077 347 x 1078
CONCLUSION

In this manuscript, we used the HPM and NHPM methods to solve the brain tumor growth model.
After comparing the results obtained from various examples, we have concluded that the methods
proposed in this study are effective and accurate for solving this mathematical model. We calculat-
ed the error norms L., L., , and absolute error, and the results indicated that these error norms
L., L, and absolute errors are very small. Therefore, we can assert that the methods outlined in
this paper yield good and reliable results. We utilized Wolfram Mathematica 13.2 software for per-
forming numerical computations and generating 2D and 3D graphs relevant to this study.

Duality of interest: The author declares that they have no duality of interest associated with this
manuscript.

Funding: No specific funding was received for this work.
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replications. The study found that 3% of ABC mitigated the negative
effects of salinity stress and improved wheat performance. The result
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INTRODUCTION

Wheat Triticum aestivum L occupies 30% of world cereal production (770 million tons) from 220
million hectares (FAOSTAT, 2021). The world population is expected to reach nine billion people
in 2050; therefore, there is an urgent need to increase the production of wheat crops to feed the
population (UN, 2022). However, due to climate change, global wheat production faces several
challenges, including some biotic and abiotic stresses (Liu et al., 2019; Zahra et al., 2023). Heat,
drought, and salinity are considered among the most important environmental stresses facing wheat
production worldwide (Ehtaiwesh, 2016; Fatima et al., 2020). Globally, salinity stress in wheat is a
growing concern, and its impact on crop production has been predicted to increase because of cur-
rent climate changes. Salinity is a major abiotic stress that adversely affects the growth and yield of
wheat crops (Ehtaiwesh, 2019; Sadak and Dawood, 2023). However, there are many efforts to de-
velop some strategies to mitigate the negative effects of salinity on the growth and productivity of
wheat crops. Examples of these strategies include the application of some compounds such as plant

The Author(s) 2024. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/) , which permits unrestricted use, distribution, and reproduction in any medium ,pro-
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cate if changes were made.
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hormones, humic acid, jasmonic acid, acetylsalicylic acid, and dry yeast solution which have been
shown to minimize the toxic effect of salt stress (Atia et al., 2018; Ayub et al., 2020; Saidimoradi et
al., 2019; Aliet al., 2022; Ehtaiwesh, 2022a; Ehtaiwesh, 2023). In addition, another strategy to miti-
gate salinity is by growing salt-tolerant genotypes (Mohanavelu et al., 2021; Hossain et al., 2021;
Ehtaiwesh, 2022b, Ehtaiwesh et al., 2024). Moreover, biochar addition is suggested as an effective
strategy to improve crop performance under saline stress (Parkash and Singh, 2020; Kul et al.,
2021).

Biochar is a carbon-rich charcoal reproduced by the process of pyrolysis, which involves heating
biomass in an oxygen-limited atmosphere (Weber and Quicker, 2018). The biochar is low in surface
area and cation exchange capacity, and high in ash and nutrients (Wang and Wang, 2019). Many
studies indicated that biochar is used as a catalyst, soil amendment, fuel cell, heavy metal ions and
contaminant adsorbent, gas storage and separation, wastewater treatment, and plant growth enhanc-
er (Xiang et al., 2020; Zhang et al., 2020; Joseph et al., 2021; Lehmann et al., 2021; Liu et al., 2022;
Qian et al., 2023). Currently, there are interests in using biochar produced from algae in agricultural
fields, such as improving soil properties and using algae as an organic and biofertilizer (Baweja et
al., 2019; Ammar et al., 2022). Algae are considered one of the biological species that are efficient
in producing biomass and phytochemicals, due to their high efficiency in photosynthesis, in addi-
tion to their high growth rate compared to terrestrial plants (Abideen et al., 2022). Some studies
mentioned that the application of algal bi-char is a sustainable solution that has the potential to im-
prove agricultural productivity by increasing crop production (Santos and Pires, 2018; Shanmugam
et al., 2018). Algal biochar is considered a soil ameliorant that may significantly improve the reten-
tion of nutrients in the soil and could rebuild organic matter in the soil (Mona et al., 2021). Many
studies concluded that algal biochar has a very high exchangeable nutrient content (N, P, K, Ca,
Mg, and Mo) and may add essential nutrients to the soils (Joseph et al., 2021). In addition, biochar
has the potential to decrease soil acidity, increase cationic exchange capacity, and optimum nutrient
availability (Pshenovschi et al., 2022). Recently, some studies indicated that the use of algal biochar
has contributed to improving bio characterization, growth, and productivity of many plants such as
soybean (Zhang et al., 2020), stevia plant (Abd el Aal et al., 2020), maize (Ullah et al., 2020), and
tomato (Kul et al., 2021). In addition, some studies have indicated the ability of biochar to mitigate
some of the negative effects of some abiotic stresses such as drought (Zhang et al., 2020), salinity
(Kanwal et al., 2018), high temperature (Fahad et al., 2015) and improving overall agricultural sus-
tainability (Abideen et al., 2022). In Libya, the calcareous sandy soils suffer from poor productivity
due to their low organic matter content; their low water retention, and their deficiency of nutrients
elements including nitrogen, phosphorus, potassium, and other micronutrients besides to salinity of
the soils and irrigation water (Nwer et al., 2021). For these reasons, and in order to increase the
productivity of these soils, it is preferable to use biochar as an organic amendment element. There-
fore, the aim of this work was to study and evaluate the effect of algal biochar on salinity stress mit-
igation in wheat (Triticum aestivum L.).

MATERIALS AND METHODS

The experiment was conducted during the wheat growing season of fall/ winter of 2020 in Jodaam
farm, to investigate the effects of algal biochar (ABC) on the performance of wheat crops under sa-
linity stress conditions. Bread wheat (Salambo) seeds were obtained from National Libyan Gen-
Bank (NLGB) in Tripoli.

Algae collection
Cystoseira barbata moss was collected from the beach of the Al-Muttarid area in August 2020. At
the coordinates (12> 48.889 East, 32 47.965 North) approximately 10 meters away from the beach



Al-Mukhtar Journal of Sciences 22 (3): 207-220, 2024 page209 ofl4

and from a depth of 1-1.5 meters, the algae were washed well with seawater to get rid of impurities
and plankton. Algae samples were washed with fresh water three times to get rid of salinity, and
then the samples were dried in the shade for 4 days.

Algal biochar preparation

Biochar was prepared from dried algae material and then via pyrolysis at a temperature of 400°C
for 1hr (Ullah et al.,2020). Then, the biochar was grounded and the resulting material was passed
through a sieve (2 mm). The algal biochar was subjected to some analyses to estimate some chemi-
cal and physical properties such as acidity (pH), electrical conductivity (EC), ash percentage, and
determination of some elements such as nitrogen, phosphorus, and potassium (NPK).

Estimating the electrical conductivity of biochar and its pH was done (Bird et al., 2011) by prepar-
ing a solution with a ratio of 10:1 (sample: water) and placing it in the autoclave for 35 minutes at a
temperature of 121°C and at atmospheric pressure (1atm). Then the solution is filtered and the EC
and pH are measured using an EC and pH meter respectively.

The Ash of the biochar was also estimated by taking 5 g of biochar sample in a crucible and placed
in a combustion furnace at a temperature of 800°C for 4 hours, then cooled in a glass container. The

ash was estimated from the following equation:

weight of ash sample
Ash percentage = , = 100
weight of dry ash

The total NPK in the biochar was estimated following the method mentioned in (George et al.,
2013) using a DR 3900™ Spectrophotometer at a wavelength of 410 nm. The algal biochar proper-
ties are shown in Table 1. Mixing of biochar in soil was done in a specific concentration (3% of
soil) before sowing of seeds.

Table (1). Physicochemical traits of algal biochar

Parameters Algal biochar
PH 10
EC(ds m%) 1.9670
Ash content (%) 45
Total nitrogen (%) 1.790
Total phosphorous (%) 5.340
Total potassium (%) 1.920

Experimental details

The experiment was designed in a completely randomized design (CRD) with four replicates for
each treatment. Before sowing, the soil was mixed with biochar and sieved with a 2 mm mesh.
Then, plastic pots with a capacity of 5kg were filled with 3% biochar-treated and untreated soils.
Untreated soil pots served as control. Ten seeds of wheat (Triticum aestivum L. cv. Salambo) were
sown in each pot, and seedlings were allowed to germinate for 2 weeks, then seedlings were thinned
to three seedlings per pot. At the booting stage, the pots in each treatment, biochar-treated soil and
untreated were divided into two groups, and each group represented a salinity treatment (OmM and
120mM). Salinity stress was applied by irrigating wheat plants with tap water with electrical con-
ductivity (EC) of 1.7ds m, and 120mM NaCl solution with electrical conductivity (EC) of 8.5 ds
m* throughout the treatment period, which lasted for 3 weeks. Irrigation was applied manually two
times a week. After salinity treatment, all plants were irrigated with tap water as needed and well
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managed until wheat plants reached physiological maturity. Grain maturity was visually estimated
according to the complete loss of green color from grains.

Data collection

At harvesting, four plants were collected from each treatment one plant from each replicate. Wheat
plants were hand-harvested by cutting them at the soil level. Data on shoot length (cm), number of
tillers plant? both fertile (with spikes) and non-fertile (without spike), and number of spikes plant™
were recorded, Then plants were oven dried at 60 °C for 73 h to record plant dry weight (g). Then
main spikes were hand threshed to separate grains, grain number spike™ was counted manually and
grain yield spike™, grain yield plant (g), 1000-grain weight (g), and harvest index were calculated.

Statistical analysis

The experiment was conducted in a completely randomized design with four replications. Biochar
was the main plot factor (two levels with (+ABC) and without Biochar (-ABC)), and salinity was
assigned to subplots (two levels OmM and 120mM NaCl). Data were analyzed using the GLM pro-
cedure in statistical SPSS software for mean and standard error estimation. Separation of means
was carried out using the least significant differences (LSD; P < 0.05).

RESULTS

The values in Table 2 represent the probability values of the effect of algal biochar (ABC) treat-
ment, salinity stress(S), and the interaction between Algal biochar and salinity on some growth and
yield traits of wheat plants. The effect of algal biochar had a very significant (P<0.01) effect on all
growth and yield traits of wheat plants. In addition, the effect of salinity had a highly significant
(P<0.001) effect on the growth and yield traits of wheat plants. In the same way, there was a signif-
icant (P<0.05) effect of the interaction of algal biochar treatment and salinity stress on the growth
and yield traits of wheat plants table2.

Table (2). Probability values of the effects of biochar (ABC), salinity (S), and ABC x S interaction on various growth
and yield traits of wheat.

Traits Algal biochar (ABC) Salinity (S) ABC xS
Plant height (cm) .002 <.001 0.043
Tiller number plant? .006 <.001 0.033
Spike number plant* .007 <.001 0.049
Spikelet number spike? .003 <.001 0.023
Grain number plant? <.001 <.001 0.041
Grain yield plant? (g) <.001 <.001 0.034
1000 grain weight (g) 0.002 <.001 0.007
Dry weight plant? (g) <.001 <.001 0.045
Harvest index (%) <.001 <.001 0.008

Table 3 showed the main effect of algal biochar treatment on the growth and yield of wheat plants,
which indicated that the addition of algal biochar to the soil had increased wheat growth and yield
traits. All growth and yield traits included in this study were increased with the addition of algal
biochar, and this percentage increase ranged from 4% to 18% table3.
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Table (3). The main effect of algal biochar treatments on various growth and yield traits of wheat plants. Means were
estimated using the GLM procedure in SPSS.

Traits - ABC + ABC
Plant height (cm) 61.5 64.4(+5%)
Tiller number plant* 5.6 6.5(+16%)
Spike number plant! 4.8 5.5(+15%)
Spikelet number spike? 16.8 17.6(+5%)
Grain number plant? 209 228(+9%)
Grain yield plant (g) 7.7 8.5(+18%)
1000 grain weight (g) 31.3 36(+15%)
Dry weight plant? (g) 21.1 22.1(+5%)
Harvest index (%) 0.31 0.37(+17%)

Values in parenthesis indicate the percent increase from the control treatment (without ABC) to the ABC treatment (with ABC).

Table 4 shows the main effect of salinity stress on the growth and yield traits of wheat. Salinity
stress had a negative effect on all growth and yield traits of wheat plants. This negative effect of
salinity resulted in a decrease in all the traits studied in this experiment, and this is evident from the
percentage decrease in all the traits, which ranged from -24% to -70% percent reduction over the
control table3.

Table (4). The main effect of salinity on various growth and yield traits of wheat plants. Means were estimated using
the GLM procedure in SPSS.

Traits OmM NacCl 120mM NaCl
Plant height (cm) 77.3 48.7(-37%)
Tiller number plant? 7.6 4.5(-41%)
Spike number plant? 6.6 3.6(-45%)
Spikelet number spike™ 19.6 14.8(-24%)
Grain number plant? 314 123(-61%)
Grain yield plant (g) 12 3.6(-70%)
1000 grain weight (g) 38.4 29(-25%)
Dry weight plant? (g) 25.5 17.7(-31%)
Harvest index (%) 0.472 0.203(-57%)

Values in parenthesis indicate the percent differences from the control treatment (OmM NacCl) to the (120mM NaCl).

The changes in the growth and yield traits of the wheat plants under the interaction of different sa-
linity and algal bio char applications are shown in Figures 1-3. Salt treatment significantly de-
creased all investigated growth and yield traits. Biochar application had a positive effect on all ob-
served traits at both salinity levels (OmM and 120mM NaCl) compared to the respective untreated
ones.

Salinity stress had a significantly negative effect on wheat growth traits such as plant height. How-
ever, at both salinity levels (OmM and 120mM NaCl), algal biochar treatment had significant (P<
0.05) positive effect on wheat plants, which was indicated by increasing plant height in wheat
plants treated with algal biochar as compared to wheat plants without algal biochar treatment (Fig.
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1a). The same trend was found with other growth trait such as tiller number, the result indicated that
salinity stress had significantly negative effect on tiller number (plant®). Nevertheless, when algal
biochar was added to the growth media of wheat plants at both salinity levels (OmM and 120mM
NaCl), the tiller number (plant?) was increased as compared to the untreated plant (Figl b). Simi-
larly, salinity stress significantly reduced above ground plant dry weight trait. Though, at both sa-
linity levels (OmM and 120mM NaCl), algal biochar treatment had significantly increased plant dry
weight as compared to untreated plants (Figl c).

80 1 a

60 - (+10%)

Plant height (cm)

7 T

8 7 b
% 6 - (+4Q%]

(+8%)

i

-ABC& O0mM - ABC& 12

o

mM +ABC&0mM +ABC& 120 mM

Treatments

Figure (1): Effect of algal biochar and salinity treatments on (a) plant height (cm), (b) tiller number (plant 1), and (c)
total dry weight (g plant®) of wheat. Each datum indicates the mean value and vertical lines on top of bars indicate
standard error of means (n = 4). Values in parenthesis indicate the percent increase from without the addition of ABC
treatment to with the addition of ABC treatment under salinity stress (120mM NacCl)
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The effects of algal biochar and salinity on spike number (plant™) (cm), spikelet number (spike 2),
and grain number (plant ) of wheat plants are shown in Fig. 2. It was found that salinity signifi-
cantly (P< 0.05) decreased spike number (plant?), however when analyzed across the two salinity
levels there was a tendency of increasing in spike number (plant ), with algal bio char addition as
compared to the non-biochar treatment (Fig 2a). In addition, salinity stress significantly decreased
(P< 0.05) and decreased spikelet number (spike 1) for all wheat plants. However, this decrease was
moderated by the addition of algal biochar, which resulted in a significant interactive effect of salin-
ity and algal biochar on spikelet number (Fig. 2b). Moreover, salinity had significantly (P< 0.05)
decreased grain number (plant?) of wheat plants. However, adding algal biochar had a positive ef-
fect on the number of grins (plant?), which resulted in an increase in the number of grains (plant™)
compared to plants that were not treated with alga biochar (Fig. 2c).

\ :

-ABC& 0mM  -ABC& 120mM +ABC&O0mM +ABC& 120 mM

Treatments

Figure (2): Effect of algal biochar and salinity treatments on (a) spike number (plant %), (b) spikelet number (spike 1),
and (c) grain number (plant ) of wheat. Each datum indicates the mean value and vertical lines on top of bars indicate
standard error of means (n = 4). Values in parenthesis indicate the percent increase from without the addition of ABC
treatment to with the addition of ABC treatment under salinity stress (120mM NacCl)
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Both algal biochar and salinity treatments significantly (P< 0.05) influenced grain yield (g/plant®).
The result showed that salinity stress decreased grain yield (plant®) while algal biochar addition
significantly increased grain yield in both salinity levels as compared to respective non-algal bio-
char treatment (Fig. 3a). Fig. 3b revealed that 1000 grain weight was significantly affected by
salinity stress as well as algal biochar application. Under 120mM Nacl salinity level 1000 grain
weight was decreased. However biochar addition alleviated the negative effect of salinity and
resulted in an increased 1000 grain weight as compared to untreated plants (Fig. 3b). On one hand,
the results showed that salinity stress negatively affected harvest index and resulted in decreased
harvest index trait. On the other hand, the biochar addition significantly influenced harvest index
traits under saline and non-saline conditions compared to respective non-biochar treatment (Fig.
3c).

N X\ |

Treatments

Figure (3): Effect of algal biochar and salinity treatments on (a) grain yield (g/plant?) (b) 1000 grains weight (g) and (c)
harvest index (%) of wheat. Each datum indicates the mean value and vertical lines on top of bars indicate standard
error of means (n = 4). Values in parenthesis indicate the percent increase from without the addition of ABC treatment
to with the addition of ABC treatment under salinity stress (120mM NaCl)
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DISCUSSION

Salinity is considered one of the abiotic environmental stresses that limit the production of many
agricultural crops, due to the huge losses it causes because of its negative impact on many morpho-
logical, physiological, and biochemical processes of the plant (Kibria and Hoque, 2019, Ehtaiwesh
et al., 2024). Therefore, the development and use of modern technologies and nature-based solu-
tions are urgently needed, it is suggested that algal biochar amendment could be an effective ap-
proach for sustaining crop production in salinity-affected soils (Mona et al., 2021; Kenneth et al.,
2022). As aforementioned, the aim of the current study was to evaluate the ability of algal biochar
to mitigate the negative effects of salinity on some growth and yield traits of wheat plants. The re-
sults here indicated that salinity significantly (P< 0.001) decreased the growth and yield traits of
wheat, while the application of algal biochar mitigated the negative effects of salinity on wheat per-
formance. This outcome agreed with previous studies, which reported that the application of bio-
char alleviated the negative effect of stress on crops, wheat (Akhtar et al, 2015), maize (Ullah et al.,
2020; Ali et al., 2021), barley (Gul et al., 2023), rice (Chen et al., 2021), potato (Liu et al., 2017)
and tomato (Almaroai and Eissa. 2020; Calcan et al., 2022). Salinity affects plant growth because it
increases the osmotic pressure of the soil solution (Munns et al., 2020).

A high concentration of total salts in the soil leads to an increase in its osmotic pressure, which
causes the plant to suffer when it acquires water from the soil (Zahra et al., 2020). In the present
study, salinity treatment limited plant growth and yield, this reduction in growth and yield traits un-
der salinity stress could be attributed to reduced water uptake, osmotic potential, and ions toxicity
to the plants (Safdar et al., 2019; Munns et al., 2020). Soil salinity occurs when there is an accumu-
lation of dissolved salts in the area of root growth at a concentration high enough to hinder the ideal
growth of the plants. Dissolved salts in this study consist mainly of Na* and CI-, when these ions are
presented in high concentrations in the root growth zone; they cause toxic effects on plant growth.
It also causes an imbalance in the availability of essential nutrients, for example, the competition of
Na* with K* ions. However, the application of algal biochar reduced the negative effect of salinity
stress, which could be due to the adsorbing of toxic ions such as Na* and CI- from the soil solution.
This finding agrees with early studies on potato plants (Akhtar et al., 2015; Ehtaiwesh, 2022c). An-
other possibility of the ability of biochar to minimize the negative effect of salinity stress may be
due to the role of biochar in increasing the cation exchange capacity (Domingues et al, 2020; Mo-
hamed et al., 2021; Ghassemi-Golezani and Rahimzadeh, 2024). Cation exchange capacity is a crit-
ical soil property that directly stimulates nutrient availability and plant growth (Antonangelo et al.,
2024). Also, some studies have reported that adding biochar helped in nutrient and water retention,
thus reducing irrigation needs, improving agricultural efficiency, and increasing crop yields (Fisch-
er et al., 2019; Semida et al., 2019; Cui et al., 2022). In addition, many studies suggested that bio-
char is added to agricultural sandy and or acidic soil because it is used as a soil improver due to its
unique ability to retain water and increase soil fertility, which increases agricultural production (Dai
et al., 2020; Abideen et al., 2022).

CONCLUSION

Algal biochar is a sustainable and eco-friendly approach for improving plant performance under
stressed conditions. The experiment was conducted to investigate the potential effects of algal bio-
char applied to wheat grown under saline and non-saline conditions. The study concluded that algal
biochar positively enhanced wheat growth and yield indicated by better performance under both
conditions. The main result overall is that algal biochar application had a major impact on the
growth and yield traits of wheat compared with the controls either with, or without salinity stress.
The study suggested that algal biochar could provide a significant revenue stream as a soil amelio-
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rant and fertilizer under saline and non-saline conditions. However, more studies are required to
explore the effect of algal biochar on both salt-tolerant and non-salt-tolerant plants in salt-affected
soils.

ACKNOWLEDGEMENT

The authors are thankful to the plant science department, at Zawia University for providing equip-
ment for the study. We are also grateful to thank Dr. Najat Owen, the director of the research and
consulting office at the faculty of science at Sabratha University.

Duality of interest: The authors declare that we/ have no duality of interest associated with this
manuscript.

Author contributions: Contribution is equal between authors.

Funding: The authors did not receive any funding or financial support for the work reported in this
manuscript.

REFERENCES

Abd el Aal, A. A., Shehata, H. S., & Elgaml, N. M. (2020). Maximizing Utilization of Bio-
Fertilizers Immobilized on Bio-Char to Improve Bio-Characterization of Stevia Plant (Hon-
ey Leaves). Middle East J, 9(4), 1066-1078.

Abideen, Z., Wagqif, H., Munir, N., EI-Keblawy, A., Hasnain, M., Radicetti, E., ... & Haider, G.
(2022). Algal-mediated nanoparticles, phycochar, and biofertilizers for mitigating abiotic
stresses in plants: A review. Agronomy, 12(8), 1788.

Akhtar, S. S., Andersen, M. N., & Liu, F. (2015). Biochar mitigates salinity stress in potato. Journal
of agronomy and crop science, 201(5), 368-378.

Ali, A. Y. A, lIbrahim, M. E. H., Zhou, G., Zhu, G., Elsiddig, A. M. I., Suliman, M. S. E., ... & Sa-
lah, E. G. I. (2022). Interactive impacts of soil salinity and jasmonic acid and humic acid on
growth parameters, forage yield and photosynthesis parameters of sorghum plants. South Af-
rican Journal of Botany, 146, 293-303.

Ali, L., Xiukang, W., Naveed, M., Ashraf, S., Nadeem, S. M., Haider, F. U., & Mustafa, A. (2021).
Impact of biochar application on germination behavior and early growth of maize seedlings:
insights from a growth room experiment. Applied Sciences, 11(24), 11666.

Almaroai, Y. A., & Eissa, M. A. (2020). Effect of biochar on yield and quality of tomato grown on
a metal-contaminated soil. Scientia Horticulturae, 265, 109210.

Ammar, E. E., Aioub, A. A., Elesawy, A. E., Karkour, A. M., Mouhamed, M. S., Amer, A. A., &
El-Shershaby, N. A. (2022). Algae as Bio-fertilizers: Between current situation and future
prospective. Saudi Journal of Biological Sciences, 29(5), 3083-3096.

Antonangelo, J. A., Culman, S., & Zhang, H. (2024). Comparative analysis and prediction of cation
exchange capacity via summation: influence of biochar type and nutrient ratios. Frontiers in
Soil Science, 4, 1371777.



Al-Mukhtar Journal of Sciences 22 (3): 207-220, 2024 page217 ofl4

Atia, A., Barhoumi, Z., Debez, A., Hkiri, S., Abdelly, C., Smaoui, A., ... & Gouia, H. (2018). Plant
hormones: Potent targets for engineering salinity tolerance in plants. Salinity Responses and
Tolerance in Plants, Volume 1: Targeting Sensory, Transport and Signaling Mechanisms,
159-184.

Ayub, M. A., Ahmad, H. R., Ali, M., Rizwan, M., Ali, S., ur Rehman, M. Z., & Waris, A. A.
(2020). Salinity and its tolerance strategies in plants. In Plant life under changing environ-
ment (pp. 47-76). Academic Press.

Baweja, P., Kumar, S., & Kumar, G. (2019). Organic fertilizer from algae: a novel approach to-
wards sustainable agriculture. Biofertilizers for sustainable agriculture and environment,
353-370.

Bird, M. 1., Wurster, C. M., de Paula Silva, P. H., Bass, A. M., & De Nys, R. (2011). Algal biochar—
production and properties. Bioresource technology, 102(2), 1886-1891.

Calcan, S. 1., Parvulescu, O. C., Ion, V. A., Raducanu, C. E., Badulescu, L., Madjar, R., ... & Jerca,
I. O. (2022). Effects of biochar on soil properties and tomato growth. Agronomy, 12(8),
1824.

Chen, X., Yang, S., Ding, J., Jiang, Z., & Sun, X. (2021). Effects of biochar addition on rice growth
and yield under water-saving irrigation. Water, 13(2), 209.

Cui, L., Liu, Y., Yan, J.,, Hina, K., Hussain, Q., Qiu, T., & Zhu, J. (2022). Revitalizing coastal sa-
line-alkali soil with biochar application for improved crop growth. Ecological Engineer-
ing, 179, 106594,

Dai, Y., Zheng, H., Jiang, Z., & Xing, B. (2020). Combined effects of biochar properties and soil
conditions on plant growth: A meta-analysis. Science of the total environment, 713, 136635.

Domingues, R. R., Sanchez-Monedero, M. A., Spokas, K. A., Melo, L. C., Trugilho, P. F., Valen-
ciano, M. N., & Silva, C. A. (2020). Enhancing cation exchange capacity of weathered soils
using biochar: feedstock, pyrolysis conditions and addition rate. Agronomy, 10(6), 824.

Ehtaiwesh, Amal. (2016). Effects of salinity and high temperature stress on winter wheat genotypes.
PhD diss., Kansas State University. Manhattan KS. USA.

Ehtaiwesh, A. (2019). The effect of salinity on wheat genotypes during germination stage. Al-
Mukhtar Journal of Sciences. 34(1): 63-75.

Ehtaiwesh, A. (2022a). Effect of acetyl salicylic acid (aspirin) on growth and yield of faba bean
(Vicia faba I.) under salinity stress. Azzaytuna University Journal. 42.415- 430.

Ehtaiwesh, A. F. (2022b). Evaluation of some Libyan barley Hordeum vulgare L genotypes for sa-
linity tolerance at booting stage. Academy journal for Basic and Applied Sciences (AJBAS)
4(3): 1-17.

Ehtaiwesh, A. F. (2022c). The effect of salinity on nutrient availability and uptake in crop plants.
Scientific Journal of Applied Sciences of Sabratha University. 9(2) 55-73.



Al-Mukhtar Journal of Sciences 22 (3): 207-220, 2024 page218 ofl4

Ehtaiwesh, A., Sunoj, J., Djanaguiraman, M., & Prasad, P. V. (2024). Response of winter wheat
genotypes to salinity stress under controlled environments. Frontiers in Plant Science, 15,
1396498.

Estefan, G., Sommer, R., and Ryan, J. (2013). Methods of Soil, Plant, and Water Analysis: A man-
ual for the West Asia and North Africa Region: Third Edition. Beirut, Lebanon: Internation-
al Center for Agricultural Research in the Dry Areas (ICARDA).

Fahad, S., Hussain, S., Saud, S., Tanveer, M., Bajwa, A. A., Hassan, S., ... & Huang, J. (2015). A
biochar application protects rice pollen from high-temperature stress. Plant Physiology and
Biochemistry, 96, 281-287.

FAOSTAT. (2021) Wheat Production Statistics. Available online:
https://www.fao.org/faostat/en/#data/QCL (accessed on 10 September 2023).

Fatima, Z., Ahmed, M., Hussain, M., Abbas, G., Ul-Allah, S., Ahmad, S., ... & Hussain, S. (2020).
The fingerprints of climate warming on cereal crops phenology and adaptation op-
tions. Scientific Reports, 10(1), 18013.

Fischer, B. M., Manzoni, S., Morillas, L., Garcia, M., Johnson, M. S., & Lyon, S. W. (2019). Im-
proving agricultural water use efficiency with biochar-A synthesis of biochar effects on wa-
ter storage and fluxes across scales. Science of the Total Environment, 657, 853-862.

Ghassemi-Golezani, K., & Rahimzadeh, S. (2024). Biochar-based nanoparticles mitigated arsenic
toxicity and improved physiological performance of basil via enhancing cation exchange
capacity and ferric chelate reductase activity. Chemosphere, 142623.

Gul, F., Khan, I. U., Rutherford, S., Dai, Z. C., Li, G., & Du, D. L. (2023). Plant growth promoting
rhizobacteria and biochar production from Parthenium hysterophorus enhance seed germina-
tion and productivity in barley under drought stress. Frontiers in Plant Science, 14,
1175097.

Hossain, A., Skalicky, M., Brestic, M., Maitra, S., Ashraful Alam, M., Syed, M. A,, ... & Islam, T.
(2021). Consequences and mitigation strategies of abiotic stresses in wheat (Triticum aes-
tivum L.) under the changing climate. Agronomy, 11(2), 241.

Joseph, S., Cowie, A. L., Van Zwieten, L., Bolan, N., Budai, A., Buss, W., ... & Lehmann, J.
(2021). How biochar works, and when it doesn't: A review of mechanisms controlling soil
and plant responses to biochar. Geb Bioenergy, 13(11), 1731-1764.

Kanwal, S., llyas, N., Shabir, S., Saeed, M., Gul, R., Zahoor, M., ... & Mazhar, R. (2018). Applica-
tion of biochar in mitigation of negative effects of salinity stress in wheat (Triticum aes-
tivum L.). Journal of Plant Nutrition, 41(4), 526-538.

Kenneth, F., Joniver, C. F., Meredith, W., & Adams, J. M. (2022). The productivity effects of
macroalgal biochar from Ulva (Linnaeus) bloom species on Arabidopsis thaliana (Linnaeus)
seedlings. European Journal of Phycology, 1-16.

Kibria, M. G., & Hoque, M. A. (2019). A review on plant responses to soil salinity and amelioration
strategies. Open Journal of Soil Science, 9(11), 219.



Al-Mukhtar Journal of Sciences 22 (3): 207-220, 2024 page219 ofl4

Kul, R., Arjumend, T., Ekinci, M., Yildirim, E., Turan, M., & Argin, S. (2021). Biochar as an or-
ganic soil conditioner for mitigating salinity stress in tomato. Soil Science and Plant Nutri-
tion, 67(6), 693-706.

Lehmann, J., Cowie, A., Masiello, C. A., Kammann, C., Woolf, D., Amonette, J. E., ... & Whitman,
T. (2021). Biochar in climate change mitigation. Nature Geoscience, 14(12), 883-892.

Liu, B., Martre, P., Ewert, F., Porter, J. R., Challinor, A. J., Muller, C., ... & Asseng, S. (2019).
Global wheat production with 1.5 and 2.0° C above pre-industrial warming. Global Change
Biology, 25(4), 1428-1444.

Liu, C., Liu, F., Ravnskov, S., Rubzk, G. H., Sun, Z., & Andersen, M. N. (2017). Impact of wood
biochar and its interactions with mycorrhizal fungi, phosphorus fertilization and irrigation
strategies on potato growth. Journal of Agronomy and Crop Science, 203(2), 131-145.

Liu, Z., Xu, Z., Xu, L., Buyong, F., Chay, T. C,, Li, Z., ... & Wang, X. (2022). Modified biochar:
synthesis and mechanism for removal of environmental heavy metals. Carbon Re-
search, 1(1), 8.

Mohanavelu, A., Naganna, S. R., & Al-Ansari, N. (2021). Irrigation induced salinity and sodicity
hazards on soil and groundwater: An overview of its causes, impacts and mitigation strate-
gies. Agriculture, 11(10), 983.

Mohamed, B. A, Ellis, N., Kim, C. S., Bi, X., & Chen, W. H. (2021). Engineered biochars from
catalytic microwave pyrolysis for reducing heavy metals phytotoxicity and increasing plant
growth. Chemosphere, 271, 129808.

Mona, S., Malyan, S. K., Saini, N., Deepak, B., Pugazhendhi, A., & Kumar, S. S. (2021). Towards
sustainable agriculture with carbon sequestration, and greenhouse gas mitigation using algal
biochar. Chemosphere, 275, 129856.

Munns, R., Passioura, J. B., Colmer, T. D., & Byrt, C. S. (2020). Osmotic adjustment and energy
limitations to plant growth in saline soil. New Phytologist, 225(3), 1091-1096.

Nwer, B. A., Ben Mahmoud, K. R., Zurgani, H. A., & Elaalem, M. M. (2021). Major limiting fac-
tors affecting agricultural use and production. The Soils of Libya, 65-75.

Parkash, V., & Singh, S. (2020). Potential of biochar application to mitigate salinity stress in egg-
plant. HortScience, 55(12), 1946-1955.

Pshenovschi, G., Ghimis, S., Mirt, L., & Vasilievici, G. (2022). Bio-Char Production from Algal
Biomass. Chemistry Proceedings, 7(1), 87.

Qian, S., Zhou, X, Fu, Y., Song, B., Yan, H., Chen, Z., ... & Lai, C. (2023). Biochar-compost as a
new option for soil improvement: Application in various problem soils. Science of The Total
Environment, 870, 162024.

Sadak, M. S., & Dawood, M. G. (2023). Biofertilizer role in alleviating the deleterious effects of
salinity on wheat growth and productivity. Gesunde Pflanzen, 75(4), 1207-1219.



Al-Mukhtar Journal of Sciences 22 (3): 207-220, 2024 page220 ofl4

Saidimoradi, D., Ghaderi, N., & Javadi, T. (2019). Salinity stress mitigation by humic acid applica-
tion in strawberry (Fragaria x ananassa Duch.). Scientia Horticulturae, 256, 108594.

Safdar, H., Amin, A., Shafig, Y., Ali, A, Yasin, R., Shoukat, A., ... & Sarwar, M. I. (2019). A re-
view: Impact of salinity on plant growth. Nat. Sci, 17(1), 34-40.

Santos, F. M., & Pires, J. C. (2018). Nutrient recovery from wastewaters by microalgae and its po-
tential application as bio-char. Bioresource Technology, 267, 725-731.

Semida, W. M., Beheiry, H. R., Sétamou, M., Simpson, C. R., Abd El-Mageed, T. A., Rady, M. M.,
& Nelson, S. D. (2019). Biochar implications for sustainable agriculture and environment: A
review. South African Journal of Botany, 127, 333-347.

Shanmugam, S. R., Adhikari, S., Nam, H., & Sajib, S. K. (2018). Effect of bio-char on methane
generation from glucose and aqueous phase of algae liquefaction using mixed anaerobic cul-
tures. Biomass and Bioenergy, 108, 479-486.

Ullah, N., Ditta, A., Khalid, A., Mehmood, S., Rizwan, M. S., Ashraf, M., ... & Igbal, M. M.
(2020). Integrated effect of algal biochar and plant growth promoting rhizobacteria on phys-
iology and growth of maize under deficit irrigations. Journal of Soil Science and Plant Nu-
trition, 20, 346-356.

UN. (2022). United Nations Department of Economic and Social Affairs, Population Division
(2022). World Population Prospects 2022: Summary of Results. UN DE-
SA/POP/2022/TR/NO. 3.

Wang, J., & Wang, S. (2019). Preparation, modification and environmental application of biochar:
A review. Journal of Cleaner Production, 227, 1002-1022.

Weber, K., & Quicker, P. (2018). Properties of biochar. Fuel, 217, 240-261.

Xiang, W., Zhang, X., Chen, J., Zou, W., He, F., Hu, X,, ... & Gao, B. (2020). Biochar technology
in wastewater treatment: A critical review. Chemosphere, 252, 126539.

Zahra, N., Raza, Z. A., & Mahmood, S. (2020). Effect of salinity stress on various growth and phys-
iological attributes of two contrasting maize genotypes. Brazilian Archives of Biology and
Technology, 63.

Zahra, N., Hafeez, M. B., Wahid, A., Al Masruri, M. H., Ullah, A., Siddique, K. H., & Farooq, M.
(2023). Impact of climate change on wheat grain composition and quality. Journal of the
Science of Food and Agriculture, 103(6), 2745-2751.

Zhang, Y., Ding, J., Wang, H., Su, L., & Zhao, C. (2020). Biochar addition alleviate the negative
effects of drought and salinity stress on soybean productivity and water use efficiency. BMC
Plant Biology, 20, 1-11.



Al-Mukhtar Journal of Basic Sciences 22 (3): 221-232, 2024
Doi: https://doi.org/10.54172/dg3v6n81

Research Article 6 Open Access
Existence of Local Solutions for A Chemotaxis Navier Stokes System )
Modeling Cellular Swimming in Fluid Drops with Logistic Source Eheckias

Khayriyah Arafah!and Aesha Lagha?

*Corresponding author: Abstract
ahmedaldaly789@gmail.com,
Department of Mathematics,

Faculty  of  Education, In this paper, we are concerned with the Cauchy problem for the three-
Aljafarah University, Libya dimensional chemotaxis system with an indirect signal production

mechanism involving a diffusive partial differential equation. Which
“Department of Mathematics, describes the motion of bacteria, Eukaryotes, in a fluid. Precisely, for the

Faculty of Science, Zawia

AR ATO Chemotaxis-Navier-Stokes system modeling cellular swimming in fluid
University, Libya.

drops. We established the existence of local solutions to the compressible

Received: chemotaxis equation. We proved the local existence of the Cauchy

12 October 2024 problem (1.1)-(1.2) in R3 with the small initial data by using the energy
method.

Accepted:

04 December 2024 Keywords: Chemotaxis system, Energy method, nonlinear

Publish online: diffusion.
31 December 2024

INTRODUCTION

Chemotaxis refers to the directional movement of organisms in response to certain chemicals in their
environments, which plays an essential role in various biological processes such as wound healing,
cancer invasion, and avoidance of predators (Di Francesco et al., 2010). It has attracted considerable
attention due to its critical role in a wide range of biological phenomena. In 1970, (Keller & Segel,
1970) derived the following chemotaxis model

n, =V.(D(n)Vn) —V.(nS(m)Vc), x € Q,t >0,
¢t =Ac—c+n, x€eQt>0  (1.1)

Where n(x, t)and c(x, t) represent the density of the bacteria and oxygen concentration at position x
and t > 0, respectively. The function S(n) measures the chemotactic sensitivity and D(n) is the
diffusion function. There are a large number of results about whether the solutions for the Neumann
boundary problem of (1.1) globally exist or blow up in finite time. One can refer to (Horstmann &
Winkler, 2005; Winkler, 2016; Zhang & Li, 2015) to find more related results. If we consider the
framework in which the chemical is produced by the cells indirectly, the corresponding chemotaxis
model becomes the following Keller-Segel system with indirect signal production:

n, =V.(D(n)vVn) —V.(nS(n)Vc), x € Q,t >0,

The Author(s) 2024. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/) , which permits unrestricted use, distribution, and reproduction in any medium,
provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.
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Ve =Av—v—w, x €O t>0,
we =Aw —w —v, xeQt>0 (12)

In a bounded domain Q € R3 with smooth boundary, where the variables n, v, and w represent the
density of cells, the concentration of signal, and the concentration of the chemical, respectively. If N <
3,D(n) = 1and S(n) = y with y > 0, (Fujie & Senba, 2017) proved that the homogeneous Neumann
boundary problem of the system (1.2) possesses a unique and globally bounded classical solution. More
recent observations show that in certain cases of chemical movement in liquid environments, the
interaction between cells and liquids may be significant (see e.g. (Chae et al., 2014; Cieslak & Stinner,
2012; Shi et al., 2017) and references therein). It is also important to consider the biological situation
populations of bacteria may reproduce according to a logistical plan. It can be observed experimentally
that spatial patterns may arise spontaneously from initially almost homogeneous distributions of
bacteria (Dombrowski et al., 2004). When bacteria of the species Bacillus subtilis are suspended in the
fluid (Tuval et al., 2005). conducted a detailed experimental and theoretical study on the interaction of
bacterial chemotaxis, chemical diffusion, and fluid convection. In particular, by placing a water droplet
containing Bacillus subtilis in a chamber with its upper surface open to the atmosphere, they observed
that bacterial cells quickly get densely packed in a relatively thin liquid layer below the water-air
interface through which the oxygen diffuses into the water droplet. For such processes, a mathematical
model was proposed in (Wang et al., 2018; Winkler, 2012), where it is assumed that the main
responsible mechanisms are the chemical movement of bacteria towards the oxygen they consume and
the effect of gravity on the movement of the fluid by heavier bacteria, and the thermal transport of both
cells and oxygen through the fluid see also (Chae et al., 2012). However, in different situations,
bacterial migration is greatly influenced by changes in their environment (Cieslak & Laurengot, 2010).
If cells consume the chemical signal, (Tuval et al., 2005) explored the following chemotactic Navier-
Stokes system:

n; +u.Vn =V.(D(n)Vn) — V.(nS(x,n,c)Vc), x € Q, t >0,

¢ +u.Vc = Ac — nf(c), x €0 t>0,
u; + k(uw.Vu)u + Vp = Au + nVo, x€QOt>0,
V.u=0, XEQt>0 (1.3)

in a bounded domain Q c R3 with a smooth boundary, where f(c) measures the rate at which cells
consume oxygen, and S(x,n,c)denotes a tensor-valued (or scalar) chemotactic sensitivity. Here
u,p,@,and k € R denote the velocity field, the associated pressure of the fluid, the potential of the
gravitational field, and the strength of nonlinear fluid convection, respectively. By the chemical
consumption setting and the maximum principle of the parabolic equations, one can directly deduce
that c is uniformly bounded from the second equation of (1.3), which leads to it being more intensively
studied than the framework with signal production by the cells.(Lorz, 2010) discussed the local
existence of weak solutions to in a bounded domain in R%, d = 2,3. In the case of homogeneous
boundary conditions of Neumann type of n and c, and of Dirichlet type for u, (Winkler, 2014) showed
that the global weak solutions to (1.3). For more literature about this system, one can refer to (Hillen &
Painter, 2009; Winkler, 2017a) and the references therein for details. There are also more results about
chemotaxis systems with nonlinear chemotaxis sensitivity functions, for which we refer to (Bellomo et
al., 2015; Cieslak & Winkler, 2008, 2017; Hou & Wang, 2019; Li, 2019; Pan & Wang, 2021; Rosen,
1978; Tao & Winkler, 2012; Winkler, 2017b). (Hattori & Lagha, 2021a, 2021b) showed the global
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existence and asymptotic behavior of the solutions for a chemotaxis system with chemoattractant and
repellent in three dimensions. In this paper, we are concerned with the following initial value problem
of the Keller-Segel-Nevier-Stokes system with nonlinear diffusion:

om—An+uVn=—xV.(nVe) + n(n —n_)

0iu —yAu +u.Vu + Vo = —nVop (1.4)
d.c —Ac +u.Vc = —nc
Vu=0 t>0  x€eR3

With initial data
(Tl, u, C)lt:o = (no(x):uo(x)’co(x))' X € R3' (15)

Where(no(x),uo(x), co(x)) - (ne, 0,0) as |x| » oo. Here n = n(t,x),c= c(t,x),and u =
u(t,x) denote the bacterial concentration, the oxygen concentration, and the fluid velocity field
respectively. In addition, m = m(t,x) is unknown pressure and ¢ is the gravitational potential
function. The term —xV. (nVc) reflects the attractive movement of cells. While ny, = ny(x), uy, =
uy(x), and ¢, = cqo(x), are the given functions, the constants y > 0, x > 0. Where n,, is a non-
negative constant. A simple model case can be obtained upon the choices Vo = const., x = 1.

This paper is organized as follows, the first section is this introduction, which describes of some of the
models used in chemotaxis, their rationale, and a very brief summary of the results obtained. In Section
2, we present notations and some assumptions that will be heavily used throughout the whole paper and
state our main result. In Section 3, we prove the local-in-time existence of a regular solution for three-
dimensional chemotaxis system with incompressible Navier-Stokes equations.

2. Main result

We first introduce some notations that we will use later in this paper. For 1 < P < oo, we denote LP
for the Lebesgue space on €, and the norms in the space LP(R3) are denoted by ||. ||, For any integer
N > 0, we use HN to denote the Sobolev space HN(R?). Set L? = H?, the norm of HN is denoted by
Il llyv. We set 0% = 0,10,20,> for a multi-index a = [a1, a;, @3] and length of a is |.| = a3 + a, +
as;. Cand C;, where i = 1,2, denote some positive (generally small) constant, where both C and C; may
take different values in different places. Let us denote the space

X(0,T) = {n — ne,u,c € C([0, T; H3(R?)) n C1([0, T]; HX(R®)), V(n — ne,), Vi, V c
e L2([0, T]; H3(R®))}.

The main goal of this paper is to establish the existence of unique local solutions in three dimensions
around a constant state (n, 0, 0) for the above system (1.4). The main result of this paper is stated as
follows:

Theorem 2.1. There exists a positive number g, such that if
170, w0, Collnz < €0,

then the Cauchy problems (1.4)-(1.5) of the Keller-Segel-Nevier-Stokes system admits a unique local
solution (n,u, ¢) with
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(n—ne,u,c) € X(O,7).
The proof of the existence of local solutions in Theorem 2.1 by constructing a sequence of
approximation functions based on iteration and some basic energy estimates. Let U(t) = (n,u,c) be a
smooth solution to the Cauchy problem of the Chemotaxis system (1.4) with initial data U, =

(1, Uo, Co)-
We set:
n(t,x) = ne + o(t, x).

Then, the Cauchy problem (1.4) and (1.5) are reformulated as

0,0 — Ao + u.Vo + ne,o = —V.(a6Vc) — ne,Ac + Vo?
oou —yAu+u.Vu = =V — (0 + n,,)Ve

dic + —Ac+u.Vc = —(0 + ny)c

Vu=0 t>0,x€ RS (2.1)

with initial data
(o,u,¢)|t=0 = (09, up, ¢o) = (0,0,0) as [x] > o, (2.2)

where g, = ng — N
3. Existence of local solutions

This section is devoted to the proof of Theorem 2.1. We construct the sequence (n/, uJ, cj)jzo by solving
iteratively the Cauchy problems on the following linear equations

It +uw VIt = At — V. (V) + (W —n)

Wt + .Vt = yAwW T — Vit — nive
0,/ + W VI + Acitt = —nf it (3.1)
Vutl=0 t>0, x€R3,

with initial data

(nj+1,uj+1,Cj+1)|t=0 = (no,uo, CO), X € ]R3' (3.2)

for j > 0,where (n° c%u®|,—0 = (N, 0,0) is set at initial step. Now, we set n/ = o/ + n,, then
(3.1)-(3.2) can be rewritten as

(0,07% + W . VoI* + ng,o/™t = Ag/* — V. (0/Vc/*t) — ng,Ac/*t + Vo2

0,/ +uwl VeIt + Acitt = — (07 + ng, )/

W tt +uw VWt = yAwtt — Vit — (g7 + n,, ) Ve

\V.u/*1=0 t>0, «x€R3 (3.3)

with initial data
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(a/*, T, u* )| =g = (0, €0, Up) = (0,0,0) (3.4)

as |x| > oo, for j=0. In what follows, let us write Aj=(0j+1,uj+1,cf+1)j>0andA0=

(60, Ug, Co), where A = (0,0,0). Next, we prove that (Ai)j20 is a Cauchy sequence in the Banach
space C([0,T;];H3) for T, > 0 suitable small. At last, by taking the limit and continuous argument, we
prove that (o, u, ¢) is a local solution to (2.1)-(2.2). Now, we can state the following result:

Theorem 3.1.

Suppose ||Aqllys < &, for small constants & >0, T, > 0,B; > 0. Then for each j >0, Al €
C([0,Ty)]; H3), is well defined and

Sup ”Aj(t)”HN <B 1 (3-5)

0<t<T,
Moreover, (Al')]-20 is a Cauchy sequence in Banach space C([0, T;]; H?), the corresponding limit
function denoted by A belongs to C([0, T,]; H?) with

sup [[A(®I[gy =B, (3.6)
0<t<T,
and A = (o,u,c) is a solution to the Cauchy problem (2.1)-(2.2) over [0, T;]. The Cauchy problem
(2.1)-(2.2) admits at most one solution A€ C([0, T,]; H%), which satisfies (3.6).

proof .

We begin by focusing our attention on the proof of (3.5), which will be given by an inductive argument.
The trivial case is j = 0 since A° = ( 0,0,0) by the assumption at initial step. Suppose that (3.5) holds for

some j= 0 where is small enough. To prove (3.5) holds for j+1, we need some energy estimates on
(aj+1,cj+1,uj+1).

Applying 0% to both sides of the first equation of (3.3), multiplying by d%6’*1, and integrating over R3
with |a| < 3, we obtain

209671 dx + [, 0%A0 1 0%6I dx + o, [1,]0%01 | dx,
Zdt

- f 0%(W.Vol*t) 9%t dx — f 9°V. (6/VcI*t) 9%Itt dx
3 3

g, [os 0%ACH 0% dx + [, 0%t 9%/ dx.
By using integration by parts, we have
ST f|8°‘0’+1| dx + f|6°‘VG’+1| dx + n, J|6°‘0’+1| dx,
R3 R3

— f aa(uj_ V0j+1) aao'j‘l'l dX _ J aa(cjvcj+1) a(XVGj+1 dX

R3

g, [, 09V 09V dx + [, 0% %% dx. (3.7)
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By using the Cauchy inequality the terms on the right-hand side are bounded by
Cllul | 9072 s +C llo! ]l I9e72 o 19072l
1 (Ve [0 ) + Clloille 19672l + 1ol (38)
Then, by taking the summation over |a| < 3, we have
2ol +5 196, + e flo1

< vy + clld oD 90, I, + ol G9)
By the same way, for (3.3), on cJ**, one has

2 dt J.lR{f'glaacl-l-ll dx + fR3|V6°‘C]+1| dx + ne, fR3|60ﬁc1+1| dx

- f@“(uj.ch“) 0%citldx — f&“(ajcj“) 9%cit1dx .
3

The terms on the right-hand side of the previous inequality are bounded by
. . 2 . . .
¢ [[wlls 197 s +ello s 97 H s [l s
Thus, we have
sac It s + S Iver* s + 22l < cllh oD Ive* G- (3:10)

Similarly, for the (3.3); on w*!, we get that

o f|6°‘u’+1| dx+y f|V6“u’+1| dx =

— [ 0%(Wl. VUI*1). 0% dx + [, 0%(Vol@). 0w dx.
Where the right-hand side of the previous equation is bounded by
. 02 12 1 2
Cllwllys IVl + Cllollye +5 V0
Then, after taking summation over || < 3 and using the Cauchy inequality, one has
s e+ Ivet i, < clloflly + vl i v, 5. @1y

Then the linear combination (3.9)+(3.10)x d+(3.11) leads to

ra (o™ I+l [l + w2 )
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+C1||V(O.j+1, o+l ,uj+1)||:3 + C2||Gj+1' Cj+1”;3

2

< [0/l + clle, & Wl 9o, w |,

(3.12)

By choosing d > 0 large enough. Further, after Integrating (3.12) over [0, t] for all t €[0, T, ], we have
t t
[ @l + 0 [ 7A@ pds+C, [0+,
0 0

< CllAoll%s + € A ds + Cf|IAIG)| s VA G| .ds, (3.13)

for some positive constants C; and C,. From the inductive assumption, the previous inequality can be
re-estimated as

t t
(42l + € [ 7A@ Iads + € [0, s
0 0

< Ce? + CBIT, + CB? [||vA* (5)]|” . ds, (3.14)
for any 0< t < T;. Now, we take the small constants &; > 0, B; > 0 and T; > 0. Then, we get
A, + C VA O, + C ot o7, < B2, (3.15)

forany 0 < t < T;. This implies that (3.5) holds for j + 1, Hence (3.5) is proved for all j > 0.

Next, we define

2

e ) = 5, + o2, +

Where the constant d > 0 is given in (3.12). Similar to prove (3.12), we have

[EAT* (1) — E(A* (5))| =

[L - EA* (1) dr |

<C fst”Aj(‘t)”;dr +C f:(l + ||Aj(r)||2HS)||VA1+1(1)||i3d‘t +C, fot“Gj“, cj+1||2HSd‘t,

< CB2(t—s) + C(1 +B,2) [[VA @[, dv + C, [0, o[, dv, (3.16)

forany 0 < s <t < Ty. Here, The time integral on the right-hand side from the above inequality is
bounded by (3.15), and hence E(AI*1(t)) is Continuous in t for each j> 0. By the same argument, we

i . 2 . 2 . .

can  infer  that both ||c1*|| 5, and [[W**|| ', are  continuous  in &
; . . . ; 2

From the continuity of E (AI**(t)),we can also infer the continuity of [lo™**|| .. Therefore,

. 2 . -
||AJ+1(t)||H3 is continuous in time for any j > 1.
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For this step, we prove that the sequence (Aj)]_>0is a Cauchy sequence in the Banach space
C([0, T,]; H3), which converges to the solution U = (o, u, ¢) of the Cauchy problem (2.1)-(2.2), and
satisfies (3.6). Let us take the difference of (3.3) for j + 1 and j so that it gives

0:(01*t = 0l) — A(G*! — 0)) + ne (9t — 0)) = —W. V(I — &) — (W — W) Vo

—V. (O'jV(Cj+1 - cj)) —V.((6 = ™HYV) —ny,[A(dH = )] — (6U+D2 — 62)

0:(Jt — ) — A(I™ = ) + g, (I = )

= —w. V(" = d) = (W —-u1).vd - (= ) — (6 = d71)d,

(Wt —u) —yA(Wtt — W) = —v(Wt - 1) — W V(W — W) — (W —ut). VU

V.(Wtt —uw)=0, t>0,x€eRS.
By using the same energy estimates as before, we have

1d . . 2 . . 2 . . 2
L@ = 9 = D[ + nal0* = o]

< ¢[|(W — w0 — o )| VG el

+C||(01',u]')||:3||V(crj+1 —ol,d* — cj)||2H3+noo||V(cj+1 - cj)”;3 (3.17)

1d

2
. . N . N2 1 : 2
L o]+ St el + et~ o, =

cll@ s [Vt = )|+ C V(@ — o u = |7, [[vel]|”, (3.18)

1d . 2 14 . 2
-2 +1 _ 14 +1 _
ol ] L o,

< Cllulfl s V@t = w5+l — w9l
+C|lod - Gj_1||;3. (3.19)
We combine the equations (3.17)-(3.19) to obtain
1d

SR - A) 41 V@t — A + 22 (= D+ na||(0 = )]

< clal — A1, + A7 [[veatt — AN, + cllal — A, VAT, (3.20)

By integrating over [0, t] for any 0 < t < T, from (3.20), we obtain
t t
j+1 iyl 2 j+1 it Do [+t _ ¢iy|[?
a7+t — A7) yat G [V(A*(s) — A()) || s ds += [t = N[ o ds
0 0

t
+ C, f”(cj+1 — o), — cj)”;ds
0
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t
< CA+BAT; swp [|(A©) =A@, +CBy f [va*i(s) - Al )| ads,
0

0<t<T,

which by smallness of B;and T,implies that there is a constant C; < 0, there exists a constant 6¢(0,1),
such that forany j > 1

swp |41~ A ©,2 <6 suwp |4 ©) —AT2@) s,

0<ts<T, 0<t<T,
which implies that (A’)}5, is a Cauchy sequence in the Banach space C([0, T,]; H3(R?)).
By the property of Banach space, we have the limit function

i
A=A"+lim Z(Ai+1 — )
j=0

1—>00

exists in C([0, T, ]; H3(R?)), and satisfies

sup 1ADIlpz < sup lim inf |A/@)],. <B;.  (3:21)
0<ts<T, ostsT,/ %
Finally, we show that the Cauchy problem (2.1)-(2.2) admits at most one solution in
C([0, T, ]; H3(R®)). Suppose that there exist two solutions 4,4 in C([0, T,]; H3(R3)) which satisfy
(3.6). Let 6 =0,(x,t) —0,(x,t), % = uy (x,t) —u,(x,t),and ¢ = ¢, (x, t) — c,(x, t)
solves

0,0 + N6 —AF =u.VG—U.Va, +V.(0,VE) —V.(6Vcy) — (0, + 0,)6
0, U +yAll = —u,V-i —tuV-u; —dVep
0; € —AC +nyC =—u,V-¢—u.Vey + ¢, + 04C. (3.22)
Multiplying & to both sides of the first equation of (3.22) and integrating over R3, we have

Jqs G 0:Gdx+ng, [5G Gdx — [5G AGdx=[ 3 GV.(6Vc)dx + [5G V. (0,VE)dx + [, 0 uy.VEdx
— Jgs G W.Vopdx — [, 6 (01 + 0;)Fdx.

Then, after using integration by parts and the Cauchy inequality, we obtain

d_, PR
S 1512 + e G112 1951,

< cllVelly= f (1612 + [V&[2)dx
]R3

+ clloyllye j (V]2 + Ve dx
]R3

+ Cllulllef3(|6-|2 +|V6|%)dx + CIIV02||L°<>f3(I6|2 + |@]*)dx
R R

(o1 + o)l fal 6] dx. (3.23)
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For the estimate of #, multiplying @ to both sides of the second equation of (2.1) and taking
integrations in x, we obtain

Js W0 tidx+y [, T Atidx =
— Joa @ (AV - u)dx -[a @t . (upV - W)dx + [ . (V) dx

By using integration by parts and the Cauchy inequality, we have

d

12 112 112 112 ~ 112
S Ellz +vIIVillsz < cllV - gl Tz +Hup | o (Tl 21V @l 72

+cllVoll o (1Ell72 + 1161172)-

Since L® norms of ¢, ut, ¢! where i = 1, 2 are bounded, we have

d . N - .
m”u”iz + c|lVallZ < cll6llZ + cllillZ. (3.24)

Similarly, as above, we estimate ¢ as follows:

d
Z—dtllfllfz +CIIVElZ + nolléll7z < c(llllf + 116112 + Nl@ll72).  (3.25)

Then, after taking the linear combination of all estimates, we obtain

d

(161172 + N1l + llell7z) + 2. (G115 + Nelifz)

+ 2 ((IVE 122+ IVEl 2 + IVENZ) < C(I16N17 + NIEl22 + [1Ell%). (3.26)
By applying Gronwall’s inequality to the above equation, we have

sup (161172 + N2ll72 + NlEllZ) < e (116017 + 117017 + 1E(0)I72).
0<t<T;

Since the initial data of (&, i, ¥,Ww) are all zero for T > 0, that implies the uniqueness of the local
solution.

CONCLUSION

In this paper, we prove the existence of local solutions for Navier Stokes system modeling cellular
swimming in fluid drops in three dimensions. We show the existence of local solutions by the energy
method. We divided the proof into four steps, using integral by parts, Cauchy —Schwarz inequality, and
Gronwall's inequality to prove these steps.
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Abstract

In the present work, an assessment of the following levels of natural
radioactivity in 5 samples of organicafertilizers collected from the mar-
ket in Al Bayda City, Libya. Sodium iodide (Nal) gamma spectroscopy
was used. The activityaconcentrations ofaradionuclides in the ?*U and
32Th natural decayachain as well as “°K wereadetermined. The average
activity concentrations in ?°Ra, 2**U, **Th and 40K in the samples stud-
ied were found to be (+ 62.74, + 64.42, +63.63 and +70.88 Bq Kg™* (for
samples. The results of this study have been compared with the
worldarecommended values of (1550, 1500, (7-50) and (100-700))
Bgkg™, respectively as specified by the [UNSCEAR, 2016]. The results
showed that all samples had lower levels of radioactivity than the rec-
ommended limits for ?°Ra, U, *K for organic fertilizers and the ac-
tivity concentrations were below the thorium (7-50 Bq kg-1) except

fol,fo4 and fo5 were higher than the recommended limits. , The a radi-
um equivalent, absorbed dose rate in air, annual effective dose equiva-
lent for indoor and outdoor exposure, excess lifetime cancerarisk, inter-
nal and external hazard indicators were calculated. The results ofamost
samples were within theaglobal averagearecommended by [ UN-
SCEAR,2016]. So, it is safe to consume andadoes not pose a threat to
the general public.

Keywords: Organic Fertilizers; Sodium lodide; The Activity Concen-
tration; Exposure; Cancer Risk.

INTRODUCTION

Each year, the absorbed doses of radiation that humans receive varyadepending on a number of
variables, aincluding climate, geologicaallocation, and the use ofaradioactive material andanu-
clear energy by humans, Energyamanifested as particles orawaves is called radiation. Radiation
can be categorized as either ionizing or non-ionizing. lonizing radiation, such asabeta, neutrons,
and gamma radiation, has sufficientaenergy to cause electronsain their orbits to be released,
forming positive ions in the atoms. Non-ionizing radiation, which includes radio waves, infra-
red light, and visible light, isaless energetic than ionizingaradiation and cannot produce ions.
Natural radioactivity permeates the terrestrial environmentaand can be found in a variety
ofageological formations, including soils, phosphate rocks, air, plants, andaanimals, Around the
world, the use ofafertilizers in agriculture hasabecome crucial. In addition to improving soil
qualities and nutrient deficiencies, fertilizers are crucial for raising cropayields. Different ferti-
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cate if changes were made.
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lizers have different effects on a plant's physiology and metabolism, affecting how different el-
ements and radionuclides are absorbed. aFertilizer application has the potential to raise radio-
nuclide content inasoil, resulting in increasedaradionuclide uptake.(Hallenburg, 2020).More
than 30 million tons ofaphosphate fertilizers areaannually consumed worldwide, which increas-
es cropaproduction and landareclamation. However, a possibleanegative effect of fertilizers is
theacontamination ofacultivated lands by asome naturallyaoccurring radioactiveamaterials the
natural radionuclide of fertilizersaconsists mainly ofauranium and thorium series radioisotopes
and natural *°K.(KeleAY & Atik, 2018).

MATERIALS AND METHODS

To assess the levels of natural radioactivity in some fertilizers, 5 samples of organic fertilizers were
collectedafrom Al-Bayda city market (Libya) Theacollected samples, are locally sourced Table (1)
shows the details of the collected samples. They were cleaned, ground as shown in Fig. (1), and
dried inathe electric oven in the laboratory for one hour per sample to get rid of moisture in samples
asashown in Fig. (2), and weighed then stored in polymer containers of 250 Cm® volume oraat least
30 days; toaallow radioactive equilibrium to be reached. This step isanecessary to ensure that radon
gas is confinedawithin theavolume and that theadaughters will also remain inathe sample. The
measurement time foraboth activity and radiologicalahazards measurement was 3600 seconds. The
radionuclides activity concentrations were measured using Nal (TI) detector-based gamma spec-
trometric system where the digiBASE system that combines a miniaturized preamplifier and detec-
tor with a powerful digital multichannel analyzer and special features for fine time-resolution
measurements. The digiBASE incorporated into the Nal (T1) detector provides a gain stabilizer to
significantly reduce the sensitivity of the detector to changes in ambient temperature and magnetic
fields. Three gamma-ray lines of interest were (1460, 1764 and 2615) keV (Baqir, Y.et al., 2020)

Table: (1). Description of the fertilizer samples

Samples No Description

Fol Derna sheep

Fo2 AL-Bayda sheep
Fo3 AL-Bayda cows
Fo4 Derna cows

Fo5 AL hisha horses

Figure: (1). Grind some samples
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Figure: (2). The electric oven device

TheoreticalaCalculations

1. Calculation the Activity Concentrations

The activity of an radioactive source is defined as the rate atawhich the isotope decays. Radioactivi-
ty may be thought of as the volumeaof radiation produced in a given amount of time. The radioac-
tivityaconcentration of the different identified radionuclides was determined by gamma-ray spec-
trometry with the measured for eachapeak, and the associated activity (A) was computed by using
theaformula (Al-Mousawi et al., 2020).

_ Netarea ( cps)
Iy x§.M

(1)

Where A is the Activity concentration of the gamma spectral line in Bg/Kg, Net area (cps) is the
net detected counts per second corresponding to the energy, & is the Counting system efficiency of
the energy, M is the Mass of sample in Kg and Iy is the Intensity of the gamma spectral.

2. Radium Equivalent Activity (Bq/kgg.
The concentration and distributionaof *°Ra, ***Th and “°K in the studied a samples are not uniform.
Uniformity with respect to of exposure to radiation has been defined in terms of radium equivalent
Raeq in (Bg kg-1) is the most extensively used radiation danger index, to represent the activityalev-
els of “Ra, ***Th and *°K by a singleaquantity, which takes into account thearadiation hazards as-
sociated withaeach component. The radium equivalent for theasamples was calculated fromathe fol-
lowing relation:(Geremew, 2023; Mwalongo et al., 2023).

Ra,, = Apa + 1.34 A, + 0.77 Ay )

Where Aga, Ath and Ak are the activity concentrations (Bg/Kg) for °R, 2?Th and *°K respectively.
The maximum value of (Raeg) must be less than 370 Bq.kg "

3. Gamma Absorbed Dose Rate ( Dr ).
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The absorbed dose rates DR (nGy h™) due to terrestrial gamma rays at 1m above ground level can
be calculated by using activity concentrations of ??°Ra, 2**Th, and *°K were calculated by using the
equation(AL-abrdi, 2023).

D, = 0.427Ay + 0.662A, + 0.043A, 3)

Where A, Aty and A are the activity concentrations (Bg/Kg) for 22U,%**Th and “°K respectively.
(Najam et al., 2022), 0.427,0.662 and 0.043 nGy.h™/BqKg™ are the conversion factors of *®U,%*Th
and “°K respectively

4. Internal Hazardalndex ( Hiy).

The widely used hazard indices that reflect both internal and external exposure are called internal
hazard and external hazard respectively. The internalaexposure to *’Rn and its daughter products
are controlled by an internal hazard index, Hi, which is defined as (UNSCEAR, 2000).

— AR 4 ATh , 4K
in = 185 T 280 T 2810 (4)
5. External Hazardalndex ( Hey).
The external hazard index resulting from samples gamma-ray emissions and radiological danger
was computed using the relation
— %Rs | ATh | 4K
ex " 370 T 259 T amo =1 (5)

Where Aga, At and Ak are the activity concentrations (Bg/Kg) for ?2°R',%**Th and “°K respectively
(Isinkaye & Emelue, 2015).

6. Excess Lifetime Cancer Risk (ELCR).

People who are exposed to radiation for an extended period of time are thought to be at risk of de-
veloping cancer. The ELCR is the increased of acquiring cancer as a result of exposure to a radia-
tion during a person's lifetime. It is determined using the following equation

ELCR = Eqy X DLXRF (6)

Where Eqy: means the annual effective dose equivalent (outdoor), DL denotes life expectancy (70
years), and RF denotes thearisk factor (Sv*), which is Sievert'safatal cancer risk (Yalcin et al.,
2020).

RESULTS AND DISCUSSION

The values of activityaconcentrations for organic fertilizer samples thearecorded values of radionu-
clides wereavaried from (44.92 to 81.24), (43.51 to 81.79), (45.79 to 82.23) and (48.62 to 85.72) Bq
kg™ for 2°8U,%Ra, **Th and “°Krespectively,withaaverage (64.42, 62.74, 63.63 and 70.88) Bq kg™
respectively Table (2), Theaoutcomes of radioactive activity concentrations for organic fertilize-
rasamples, including “**U,??°Ra, *2Th, and “°K The samplesaanalyzed in this investigation had ac-
tivity concentrations less the allowablealevel for uranium (1500 Bq kg™) (UNSCEAR, 2017), the
activity concentrations are below thearadium (1550 Bq kg™), the activity concentrations are below
the thorium (7-50 Bq kg™) except forasamples (fol,fo4 and fo5) were higher than the recom-
mendedalimits. The activity concentration is below theapotassium suggested ranges (100-700).
Figure (3) show the activity concentrations of radium, uranium, thorium, and potassium in organic
fertilizers.
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Table (2): The average activity concentrations (Bq kg-') of the radioactive elements (**®*U,*°Ra, ?**Th and *°K) of the
investigated samples.

Samples By Error ®Ra Error “2Th Error K Error
Fol 70.98 +2.19 65.27 +3.90 64.65 +2.84 76.77 +7.55
Fo2 44.92* +1.32 43.51* +4.50 45.79* +3.61 48.62* +9.12
Fo3 47.18 +1.19 47.86 +4.13 45.85 +3.00 60.13 +8.30
Fo4 78.79 +1.49 75.27 + 3.87 82.23** +2.99 85.72** +8.85
FO5 81.24** +1.63 81.79" +4.76 79.65 +2.76 83.17 +9.40
Average 64.42 +1.56 62.74 +4.23 63.63 +3.04 70.88 +8.64
P.L 1500 1550 7-50 100-700

WU-238 mR-226 WTh-232 mK-40

1000 4

100 +

_ | ||‘ Il 1 I| 1 |
F1 F2 F3 F4 F

- P.L

[
=
1

Activity concentration(Bq/Kg)

Sample No

Figure: (3). The activity concentration of organic fertilizers.

The Radium equivalent activity (Raeg) isaa single quantity that compares the activity concentrations
of 28U, *Ra, ?**Th and “°K in fertilizer samples to obtain a total activityaconcentration. The results
of theacalculated (Raeq) values for organicafertilizer samples the results range from (112.74 to
202.11 Bq kg™),awith anaaverage value of 159.20 Bq/kg asashown in Fig. (4). In Table (3), the
(Ragg) values for all fertilizer samples in the present study are lower than the world recommended
value 370 Bq kg™ . The estimated absorbed dose rate values for the investigated organic fertilizer
samples range from (49.80 to 80.03 nGy h™), but theaaverage value of the absorbed dose rate for
the organic fertilizer samples was 64.98 nGy h™, Fig. (5) Shows these results the studied organic
fertilizer samples, they were within the recommended limits(UNSCEAR, 2017).

Table (3): The value of radium equivalent.

Samples code Ra,, Bq/Kg
Fol 163.63
Fo2 112.74
Fo3 118.06
Fo4 199.47
Fo5 202.11
Average 159.20

P.L 370
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Raeq(BqKg-1)

i
=]
1

0 : : : : : |
Fol Fo2 Fo3 Fod Fo5 p.l

Sample No

Figure: (4). Radium Equivalent of organic fertilizer samples

Table (4): The value of absorbed dose rate.

Samples code Dose rate Dr(nGyh-?

Fol 72.42

Fo2 49.80

Fo3 52.33

Fo4 70.05

Fo5 80.3

Average 64.98

P.L 84
90 -
80 -
70 -
60 -
- 50
Fé 40
:é 30
a8 20 -
10 -

gl =mm === === 2 e e  E
Fol Fo2 Fo3 Fod Fo5 p.l
Sample NO

Figure: (5). The absorbed dose rate of organic fertilizer samples

The internal and externalahazard results were obtained and shownain Table (5). The results value of
organicafertilizerasamples ranged from (0.42 to 0.78), with an average value 0.60, as shown in Fig.
(6). in the results, all internal hazard values for the fertilizer samples under study werealower than
the (UNSCEAR, 2017),arecommended values. The external hazard for organic fertilizer samples
the resultsaranged from (0.30 to 0.54), with an average of 0.43, as shown in Fig. (7).
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Table (5): The value of internal and external hazards

Samples code Hin Hex
Fol 0.62 0.44
Fo2 0.42* 0.30*
Fo3 0.45 0.32
Fo4 0.74 0.54**
Fo5 0.78** 0.55

Average 0.60 0.43

P.L 1 1
1.2 ~
1 4
0.8

=

0.6 A
04 4
0.2

O T T T T T T

Fol Fo2 Fo3 Fod Fo5 p.l

Sample No

Figure: (6). Internal hazard index of organic fertilizer samples

12 ~

1 4

0.8 A

0.6 T

Hex

0.4 A

O T T T T T T 1
Fol Fo2 Fo3 Fod Fo5 p.l

Sample No

Figure: (7). External hazard index of organic fertilizer samples

Equation (6) has been calculated of ELCR where the equation dependent of life expectancy (70
years) and risk factor (0.05 sv™). Table (6) shows the excess lifetime cancer risk factor ELCR for
allasamples, the recorded values of ELCR arange from (0.19 to 0.22) with an average value 0.22.
The results of the ELCR values for all the organic fertilizerasamples studied were withinathe rec-
ommended limits of 0.29x10°(UNSCEAR, 2017), as shown in Fig. (8).
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Table (6): The value of Excess Lifetime Cancer Risk (ELCR).

Samples code Cancer risk factor ELCRx107
Fol 0.29
Fo2 0.20
Fo3 0.21
Fo4 0.19*
Fo5 0.22**
Average 0.22
P.L 0.29
0.35 -
0.3 A
0.25 A
« 02
=
E 0.15 -
8 0.1 1
=
0.05 -
0 : : : ‘ ; :
fol fo2 fo3 fod fob p.l
Sample No

Figure: (8). The cancer risk factor of the organic fertilizer samples.

CONCLUSION

The study on natural radioactivity levels in organicafertilizers in Al-Bayda city, Libya, produced
the followingaconclusions:

Use of simple Nal gammaaspectrometer showed potential in theaassessment of radioactivity
concentration.

In this study, the activityaconcentrations of radionuclide ?°Ra, **U, *2Th, and “°K were de-
termined to be lower than the world-recommendedavalue for all organic fertilizerasamples
Furthermore, the activity concentrationsawere used to estimateavarious radiological features in
the samples.

The studied organic fertilizer samples hadaradium equivalent activityabelow the world rec-
ommended value of 370 Bq kg™.

The absorbed dose rate values of theastudied samples for organic fertilizers, it was less than
thearecommended limits.

The obtained values of internal hazardaindex Hi,, and external hazardaindex Hey for all the
studied sample werealower than the recommended value.

The Excess lifetimeacancer risk (ELCR) values areafound to be much lower than the permis-
sible level (0.29) for organic samples(UNSCEAR, 2017).
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Abstract

The emergence of antibiotic-resistant bacteria in drinking water sources
poses a significant public health threat. This study examines the pres-
ence of antibiotic-resistant bacteria in four springs in Massa, Libya, and
explores the impact of seasonal changes on antibiotic sensitivity. Water
samples were collected from each spring during the autumn and winter
of 2023, and antibiotic susceptibility tests were performed using differ-
ent classes of antibiotics. The results revealed the presence of antibiotic-
resistant strains of Escherichia coli, with significant interactions be-
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INTRODUCTION

The emergence of antibiotic-resistant bacteria in sources of drinking water is an escalating
global issue. Research conducted by (Coleman et al., 2013) revealed that private drinking water
sources in Canada were found to be contaminated with antimicrobial-resistant strains of Esche-
richia coli, which underscores the potential dangers posed by waterborne pathogens. Further-
more, a study by (Babalola et al., 2021) examined bacterial isolates from household water dis-
tribution tanks in Ado-EKiti, specifically analyzing patterns of antibiotic resistance and the pro-
files of plasmids present in these isolates.

In a related investigation, (Kothari et al., 2023) assessed the interplay between antibiotics and
heavy metal arsenic, focusing on the horizontal gene transfer from multidrug-resistant clinical
strains to antibiotic-sensitive environmental strains. This research provides valuable insights
into the mechanisms that facilitate the dissemination of antibiotic resistance. The significance
of maintaining low bacterial concentrations in drinking water systems is emphasized by the US
EPA's National Primary Drinking Water Regulations, which aim to safeguard water quality (US
EPA, 2024). Coliform bacteria, often utilized as indicators of water quality, exhibit behaviors

The Author(s) 2024. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/) , which permits unrestricted use, distribution, and reproduction in any medium «pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indi-
cate if changes were made.
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akin to pathogens and are influenced by environmental conditions and treatment processes
(McDonald, 2023).

The detection of multiple antibiotic-resistant bacteria in drinking water has raised significant
concerns regarding their prevalence and the effectiveness of removal strategies within water
systems (Sanganyado & Gwenzi, 2019). The improper use of antibiotics is a contributing factor
to the rise of antibiotic-resistant bacteria, highlighting the necessity for responsible antibiotic
usage and the avoidance of unnecessary prescriptions (Reitter et al., 2021). Reports of antibi-
otic-resistant bacteria and resistance genes in drinking water distribution systems further em-
phasize the urgent need for effective monitoring and mitigation strategies to address this public
health challenge (Gu et al., 2022; Tiwari et al., 2022).

Recent investigations have focused on the seasonal variations in the quality of drinking water,
particularly concerning bacterial populations. A study conducted by (Siedlecka et al., 2020) ex-
amined the occurrence of antibiotic-resistant bacteria (ARB) and antibiotic resistance genes
(ARGSs) within a drinking water distribution system (DWDS) across different seasons, specifi-
cally summer and winter. This research was carried out in Wroctaw, Poland, utilizing a full-
scale DWDS that received water from two distinct water treatment plants (WTPs). The findings
underscored significant spatiotemporal fluctuations in both antibiotic resistance and the compo-
sition of bacterial communities present in the DWDS.

Coliform bacteria, which are typically found in the intestines of humans and animals, have been
observed to thrive in drinking water reservoirs, with concentrations exceeding 10,000 per 100
ml during certain seasonal periods (Wisconsin Department of Health Services, 2024). Research
by (Reitter et al., 2021) identified the genera Lelliottia and Enterobacter as key players in the
seasonal variations of coliform bacteria populations. Additionally, elevated turbidity levels in
drinking water have been linked to a rise in pathogenic microorganisms, including viruses, par-
asites, and specific bacterial strains (US EPA, 2024; McDonald, 2023).

The detection of coliform bacteria in drinking water serves as an indicator of potential contami-
nation risks, which may include the presence of more harmful pathogens (Michigan Department
of Health and Human Services, 2024; Wisconsin Department of Health Services, 2024). Under-
standing the effects of seasonal changes, rainfall, and other environmental influences on bacte-
rial presence and diversity in drinking water is crucial for maintaining water quality and safe-
guarding public health (MacDonald, 2016). This knowledge is essential for developing effective
strategies to monitor and manage drinking water systems in the face of changing environmental
conditions.

The emergence of antibiotic-resistant bacteria in sources of drinking water represents a critical
public health challenge. It is essential to comprehend the pathways through which antibiotic re-
sistance disseminates, to conduct thorough assessments of water quality, and to advocate for the
judicious use of antibiotics as fundamental measures to tackle this problem. There is a pressing
need for additional research to investigate the occurrence of antibiotic-resistant bacteria across
various water sources and to evaluate the efficacy of strategies aimed at reducing their preva-
lence. Moreover, further studies are required to gain insights into the factors influencing sea-
sonal variations in water quality and to formulate effective approaches for monitoring and con-
trolling bacterial contamination in drinking water supplies.

In the current study, we aim to explore and assess the presence of antibiotic-resistant bacteria
within the environmental context of four springs located in the Massa region. This study seeks
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to elucidate the impact of antibiotics on Escherichia coli and various other bacterial species.

MATERIALS AND METHODS

Study Area

Massa is a small city situated in eastern Libya, approximately 10 kilometers to the west of Beida.
The Green Mountain region, known for its elevated terrain and forested landscapes, is located in
northeastern Libya. This area is distinguished by its significant elevation compared to much of the
country, as well as its notably high levels of precipitation. Furthermore, the fertile soil found in this
region is conducive to agricultural activities, enhancing its value for farming endeavors.

Collecting of samples

Water samples were collected from four distinct springs, with three replicate samples gathered from
each site during the autumn and winter seasons of 2023 in Massa city. In total, twelve samples were
obtained and analyzed. The samples were stored in plastic containers with ice packs to maintain a
cool temperature during transport, ensuring they did not freeze. Following collection, the samples
were delivered to the microbiology laboratory for further analysis.

Growth media

The study employed plate count agar as the medium for culturing bacterial cells. To identify coli-
form bacteria present in water samples, lactose broth was utilized. For the isolation, enumeration,
and differentiation of Enterobacteriaceae, Eosin Methylene Blue (EMB) agar was implemented.
Additionally, Salmonella Shigella agar (SS agar) was used specifically for the isolation of Salmo-
nella and Shigella species. Finally, ECD agar served as the medium for isolating E. coli.

Heterotrophic plate count (HPC)

The standard plate count method, a foundational technique in microbiology for quantifying micro-
organisms, remains one of the most prevalent approaches utilized in the field. Another significant
method for assessing the bacteriological quality of drinking water is the heterotrophic plate count
(HPC) test. In this procedure, water samples are serially diluted in normal saline (8.5 g/l NaCl solu-
tion) up to 10-9 by serial dilution method. Subsequently, 0.1 ml from each dilution is spread onto
nutrient agar plates, with three replicates prepared for each dilution. The plates are then incubated at
37 °C for a duration of 24 to 48 hours, after which the average number of colonies is determined
and expressed as colony-forming units (CFU) per 100 pl.

Enumeration of bacteria most probable number (MPN)

The Most Probable Number (MPN) counts are regarded as statistically reliable estimates derived
from the cultivation of several sample volumes, typically five, or their respective dilutions. The
MPN methodology was employed to quantify coliform and fecal coliform bacteria through a series
of tests. In the presumptive test phase, 10 ml, 1 ml, and 0.1 ml (from a 1:10 dilution) of water sam-
ples were inoculated into three sets of sterilized test tubes. Each set comprised five test tubes con-
taining 9 ml of lactose broth and an inverted Durham tube, followed by incubation at 37°C for a
duration of 24 to 48 hours. After the initial 24-hour incubation, the test tubes were assessed for gas
production, as coliform bacteria generate gas from lactose, which becomes trapped in the inverted
Durham tube. The number of positive tubes exhibiting gas production was then counted, allowing
for the determination of MPN using a standard reference table.

In the confirmed test phase, 10 pl samples were taken from the positive presumptive tests and
streaked onto Eosin Methylene Blue (EMB) agar plates, which were subsequently incubated at
37°C for 24 to 48 hours. For the completed test, lactose broth was inoculated with the positive con-



Al-Mukhtar Journal of Basic Sciences 22 (3): 242-249, 2024 page 245of 8

firmed test samples and incubated at 44.5°C for 24 to 48 hours. After this incubation period, the test
tubes were again examined for gas production, and the positive tubes were counted to ascertain the
MPN from the standard table. Additionally, 10 ul samples from the positive completed tests were
streaked onto EMB plates and incubated at 37°C for 24 to 48 hours. To confirm the identity of the
bacteria, differential staining, specifically Gram staining, was performed to verify that the isolates
were gram-negative and rod-shaped.

The identification of bacterial isolates was conducted using the Phoenix TM identification panel
system, which allows for species-level identification. All procedures for setting up the panels were
strictly adhered to according to the manufacturer's guidelines, as outlined in the works of (Salomon
et al., 1999). This systematic approach ensures accurate identification and characterization of the
bacterial isolates, contributing to a better understanding of the microbial composition in the tested
samples (Salomon et al., 1999).

The primary microorganisms present in drinking water samples were characterized through a series
of biochemical assays. Isolates exhibiting distinct morphological colony types were carefully se-
lected from plate count agar and subsequently subcultured. These cultures were preserved in a re-
frigerator at 4°C until they were required for additional testing. The biochemical assays performed
included Gram staining, catalase testing, and oxidase testing (Salomon et al., 1999).

For bacterial isolation, a loopful of enriched media was inoculated onto various culture media, such
as MacConkey and Eosin-Methylene Blue agar, to isolate E. coli, Klebsiella, Enterobacter, Hafnia,
Morganella, and Citrobacter. Additionally, Salmonella Shigella agar was employed for the isola-
tion of Salmonella and Shigella species, while Thiosulfate Citrate Bile Salt agar was utilized for
isolating Vibrio species (Murray et al., 2006).

The Antibiotic susceptibility testing

Antibiotic susceptibility (AST) is performed using different classes of antibiotics: Ampicillin (30
micrograms), Amoxicillin (30 micrograms), Penicillin (30 micrograms), Colexilin (10 micrograms).
Prepare the Muller Hinton agar medium, sterilize it, and pour it in sterile conditions. Leave it to so-
lidify for 1 minute until the activity of the bacteria is stimulated, or prepare it in water 15 - Prepare
a bacterial suspension on the nutrient broth tube and incubate it for 2 hours in lukewarm or saline
water 0.9%. Using a cotton swab, immerse it through the tube inoculated with the bacterial suspen-
sion and wipe the entire plate clockwise. Place the tablets to be the ability of the antibiotic to inhibit
bacteria on the surface of the plate is determined it is done by Measuring the distance in millimeters
(mm) between the boundaries of the growing colony around the antibiotic-soaked disk.

The antibiotics are selected based on their resistance to bacterial strains. The antibiotic susceptibil-
ity of E.coli growth at 44.5°C will be determined by the disk diffusion method (JC & Turck,
1966). Four antibiotic susceptibility test disks will be obtained penicillin 10 units, Amoxicillin 25
ug , streptomycin 25 pg, tetracycline 50 pg. 0.1 ml of fresh culture will be spread on Muller medi-
um plates using a sterile glass grater and then allowed to dry for 10 minutes. The four antimicrobial
disks will be placed on the bacterial film (one in each quadrant of the plate). Three plates will be
used for the test and a plate without any antibiotics will be used as a control. The plates will be in-
cubated (not inverted) at 25°C overnight. The zone of inhibition for each antibiotic will be measure
and the average calculated.

The data collected throughout the research was meticulously input into the R file for statistical anal-
ysis. Subsequently, the analysis of variance (ANOVA) was employed to examine the influence of
different variables and their interactions on the measured inhibition zones in millimeters, which



Al-Mukhtar Journal of Basic Sciences 22 (3): 242-249, 2024 page 2460f 8

serve as indicators of antibiotic sensitivity and facilitate the identification of the most effective
antbiotic.

RESULTS

E. coli and coliform bacteria are frequently employed as indicator organisms to assess fecal con-
tamination in water sources. Nevertheless, the mere absence of these bacteria does not guarantee
that the treated water is devoid of pathogens.

The initial analysis of the comprehensive model, which encompassed all relevant factors, re-
vealed that isolation did not emerge as a significant variable (F=0.563, p-value=0.57). Conse-
quently, this factor was entirely excluded from the model, leading to its reconstruction without
isolation.

The relationships depicted in Figure (1) are effectively illustrated through grouped box plots,
which categorize the data into five distinct groups based on the types of antibiotics. Each group
encompasses various bacterial species while simultaneously accounting for seasonal variations.
These elements collectively exert a significant influence on antibiotic sensitivity, which is quanti-
tatively represented by the inhibition zones measured in millimeters.

The revised model subsequently highlighted the pronounced influence of the remaining factors,
which included seasonal variations (F=6.87, p-value=0.009), bacterial species (F=95.370, p-value
< 2e-16), and the specific types of antibiotics administered (F=11.69, p-value=4.11e-09) that
were highly significant factors in the model.

Furthermore, the analysis underscored the significant interactions between seasons coliform and
fecal coliform and each bacterial species (F=24.1, p-value=1.25e-06), as well as between seasons
and the types of antibiotics used (F=7.99, p-value=2.89e-06). These findings indicate that the ef-
fects of seasonal changes are not uniform across different bacterial species or antibiotic types,
suggesting a complex interplay that warrants further investigation. Additionally, the interaction
between bacterial species and antibiotic types also demonstrated a notable effect (F=19.11, p-
value=1.02e-14), reinforcing the importance of considering these variables in tandem.

The results further illustrated the significance of interactions among all variables collectively
(F=7.66, p-value=5.28e-06), indicating that the relationships between the factors are not merely
additive but rather synergistic. This complexity highlights the necessity for a multifaceted ap-
proach to understanding the dynamics at play in the study. Overall, the findings emphasize the
critical role of both individual factors and their interactions in shaping the outcomes of the re-
search, thereby providing a more nuanced understanding of the underlying mechanisms involved.
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Figure (1).. lllustrates grouped box plots, which organize the data into five separate categories corresponding to different types of antibiotics. Each category
includes a range of bacterial species and also considers seasonal fluctuations. Together, these factors play a crucial role in determining antibiotic sensitivity,
which is quantitatively expressed through the measurement of inhibition zones in millimeters.
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DISCUSSION

The extensive model examined the intricate relationships among antibiotics, various bacterial spe-
cies, seasonal fluctuations, and the sensitivity of bacteria to antibiotics. The preliminary analysis
indicated that isolation did not play a significant role, resulting in its removal from the model. The
updated model underscored the substantial impact of seasonal changes, bacterial species, and the
types of antibiotics on their sensitivity.

Noteworthy interactions were identified between the seasons and bacterial species, the seasons and
antibiotic types, as well as between bacterial species and antibiotic types. These observations point
to a complex interrelationship among these factors, suggesting that their influences are not merely
additive but rather synergistic.

The findings of the research indicated the existence of antibiotic-resistant strains of E. coli in the
drinking water sources of Massa, paralleling similar findings reported in Canada by Coleman et al.
The data aligned with the observed seasonal variations in bacterial proliferation, which was notably
higher during the summer months compared to winter. However, the differences in bacterial sensi-
tivity to antibiotics across seasons were not as pronounced as those documented in the study by
(Siedlecka et al., 2020)., which highlighted significant variations in antibiotic efficacy on bacteria
within the drinking water distribution system (DWDS) during different seasons, particularly be-
tween summer and winter in Wroctaw, Poland.

This study contributes to a deeper understanding of the complex interactions influencing antibiotic
resistance, particularly in the context of environmental factors such as seasonal changes. The results
underscore the necessity for a comprehensive approach to address the multifaceted nature of antibi-
otic sensitivity and resistance. By elucidating these dynamics, the research provides valuable in-
sights that can inform the development of targeted strategies aimed at mitigating antibiotic re-
sistance in various ecological contexts.

CONCLUSION

The results highlight the existence of antibiotic-resistant E. coli strains in drinking water sources,
with seasonal variations in bacterial proliferation and antibiotic sensitivity. This research under-
scores the need for a multifaceted approach to understanding the complex dynamics of antibiotic
resistance, emphasizing the importance of considering environmental factors, bacterial species, and
antibiotic types in tandem. The findings provide valuable insights for the development of targeted
strategies to mitigate antibiotic resistance in various ecological contexts.
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Abstract

By examining both deterministic and stochastic models, the intracellu-
lar viral movement model explores the complex dynamics of the inter-
action of viruses with host cells. Since such movement is not deter-
ministic but rather random, the main goal of this study is to build a
stochastic model corresponding to the deterministic one, that describes
the movement of viruses and their intracellular interactions in a more
realistic way. The model helps explain how viruses are produced and
reproduce by analyzing the mechanisms that generate and deplete
structural proteins and viral nucleic acids, and by examining the effect
of the viral template, the findings may help improve methods for treat-
ing and preventing viral infections by shedding light on structural pro-
teins and viral DNA. The deterministic and stochastic systems were
solved numerically and represented using MATAB tools, to gain

deeper insights.

Keywords: Intracellular Virus Movement Model, Stochastic Model,
Covariance Matrix, Diffusion Matrix.

INTRODUCTION

Viruses are infectious agents that are tiny, obligate intracellular parasites that are incapable of self-
replication. These are also acellular creatures, meaning that their genomes are either RNA or DNA
(nucleic acid) and are encased in a protective protein coat that is encoded by the virus. Every virus
can only replicate obligately in live cells. They do this by utilizing the metabolic processes and ri-
bosomes of the host to create a collection of parts that come together to form molecules known as
VIRIONS, which guard the genome and spread it to new cells (Gelderblom, 1996)
https://www.uoanbar.edu.ig/eStorelmages/Bank/14736.

All living things, including bacteria, archaea, plants, and animals, are susceptible to virus infection.
https://www.uoanbar.edu.ig/eStorelmages/Bank/14736.The infectious units known as viruses range
in diameter from around 16 nanometers for circoviruses to over 300 nanometers for poxviruses. Be-
cause of its microscopic size, it is ultra-filterable, meaning that bacteria-resistant filters cannot hold
it (Modrow et al., 2013). Humans and other species have been greatly impacted by viruses, yet until
recently, little was understood about their nature. Clarifying their nature can be aided by a brief his-
tory of their discovery and identification as distinct infectious agents. Despite their ignorance of the
nature of their illnesses, the ancients were aware of conditions like rabies, which are understood to
have a viral cause today. Indeed, there is considerable evidence that the measles and smallpox vi-

The Author(s) 2024. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/) , which permits unrestricted use, distribution, and reproduction in any medium «pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indi-
cate if changes were made.
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ruses were likely responsible for the enormous epidemics that struck between 165 and 180 AD and
between 251 and 266 AD., which significantly damaged the Roman Empire and contributed to its
fall (Harley, 2002). Numerous discoveries in several fields of biology during the past 20 years have
fundamentally altered our understanding of the viral world. The conventional understanding of vi-
ruses as passive biological entities that evolved mainly by choosing genes from their hosts and had
a secondary function in evolution is contradicted by several of these findings. It is now known that
viruses are extremely varied, and very old—they existed before the Last Universal Cellular Ances-
tor (LUCA) and that they were crucial to the evolution of life. These new findings have led to the
proposal of new definitions and ideas for viruses. The idea of the viral cell, in particular, affirms
that viruses are cellular entities and that they are capable of producing their own DNA (Forterre,
2017). Over millions of years, viruses have changed to fit certain creatures or their cells. Proteins
make up infectious viral particles, or virions, which are encased in a fatty membrane known as the
envelope in certain virus species. Only one kind of nucleic acid—either DNA or RNA—is present
in the particles. Unlike bacteria, yeasts, or other cells, viruses multiply within the live cells they in-
fect rather than by dividing (Modrow et al., 2013). Virologists study viruses, which are obviously
extremely different from prokaryotic and eukaryotic microbes. Viruses are very significant and re-
quire careful consideration, even though they are simpler than biological creatures, (Harley, 2002).
Although viruses may cause terrible illnesses in a variety of creatures, they are also straightforward
systems that can be used for a wide range of beneficial reasons. Viruses have long been used in
medicine to make vaccinations, and they are now utilized as vectors to carry chemicals that are
needed to cure illnesses like cancer so that they may target certain cells. They have also been uti-
lized to precipitate certain metals in nanotechnology and agriculture, and they have shown signifi-
cant promise in the creation of nanomaterials. Additionally, they have a variety of uses in the elec-
tronics, cosmetics, pharmaceutical, and other sectors. As a result, viruses are no longer just consid-
ered adversaries (Varanda et al., 2021). We also point out that the study of viruses has made signifi-
cant contributions to the science of molecular biology, as indicated by the recent appearance of
AIDS and the fact that numerous viral illnesses in humans are already recognized, with new ones
being identified or emerging each. Viral discoveries are the foundation of the entire discipline of
genetic engineering (Harley, 2002).

The ability of viruses to infiltrate cells from bacteria, archaea, and eukaryotes is a result of their
evolution. The majority of the more than 3,600 identified viruses are linked to illness, and hundreds
of them have the ability to infect human cells. Animal viruses attach themselves to host cell recep-
tors to enter the cell. Understanding how viral entry proteins interact with their host cell receptors
and change conformation to allow entrance offers previously unheard-of possibilities for creating
novel therapies and vaccines. The first and most crucial stage of a virus' life cycle is its entrance
into the host cell. After attaching to receptors, viruses enter animal cells by either fusing with cellu-
lar membranes (enveloped viruses), penetrating through (non-enveloped viruses), or undergoing
significant conformational changes to their proteins. When viral genomes are transferred into host
cells, the procedure is complete (Dimitrov, 2004). Viruses are intracellular pathogens, meaning they
need the metabolic machinery of their host cell to proliferate. Although there are significant differ-
ences in the reproductive life cycle of different viral kinds and classes, attachment, penetration, dis-
assembly, replication, assembly, and virus release are the six fundamental processes required for
virus reproduction. https://www.immunology.org/sites/default/files/2022-
08/Virus%20replication.pdf

The public's health is still at risk from the seasonal and pandemic influenza virus (IAV). The kinet-
ics of the immune response to IAV infection and the biological factors that significantly affect in-
fection outcomes, however, are not well understood quantitatively. In order to tackle these prob-
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lems, we statistically examine innate and adaptive immune responses to primary 1AV infection us-
ing modeling techniques in conjunction with experimental data. The dynamic interactions between
target (epithelial) cells, viruses like influenza virus, cytotoxic T lymphocytes (CTLs), and virus-
specific 1gG and IgM have been described mathematically. Simulation studies have also been con-
ducted to determine the relative contributions of biological parameters to the clearance of IAV
(Miao et al., 2010). This study provides a model of virus movement inside cells, as by adjusting the
parameters according to the behaviors of different viruses, it is suitable for many viruses, including
influenza virus, HIV, and others. This is to provide precise insights into how different viruses inter-
act with cells and develop effective methods to combat viral diseases.

The basic interactions between viral components may be captured by deterministic models that are
based on ordinary differential equations. On the other hand, a single viral particle can start an infec-
tion by transferring its genome — a single DNA or RNA molecule — to the host cell. A stochastic
model that takes into account the natural variations in viral component levels might produce quali-
tatively different results in these circumstances (Srivastava et al., 2002). We have created a basic
model of the intracellular dynamics of a generic virus that may be implemented either stochastically
or deterministically in order to compare modeling techniques (Allen, 2010). Therefore, the pro-

posed mathematical model is
g = fl(Tl GJS) = K]_G - KZT
dG
at = f2(TJ G, S) = KgT_ K]_G - K4GS
das
5 = f3(T,G,5) = KsT — KsS — K,GS.

where all constants K;,i = 1,2,3,4,5,6. are in units of day, and the variables described in Table 1.

Table: (1). Description of state variables of the proposed model

Variable Description
T viral template.
G viral genome.
S structural proteins

The model reflected the processes that produced and depleted structural proteins and viral nucleic
acids. Before creating the stochastic model for the system, we will study the stability of its system
at the equilibrium point (T*,6*,5*) (Chou & Friedman, 2015).
1- The equilibrium points:
 =02KG6-KT=02K6=KT = T"=2G"

2
9 0 KT —K,G—K,GS=0= §*=afs K _ Kl k)
at Kz Ky Ky Ky Ky

B 0= KT —K,S—K,GS=0=G* = s0a7Ka)
dt Ky (K5—K3+Ks)

2- The Jacobian matrix:
94 9n dh

ar ac¢ as —K, K, 0
j=|% % °:|_| g _g —-KS —KG
“|ar 8c as | 3 1 4 4 '
of 9f: 9f Ks —K,S —Ks — K, G

aT oG as
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—K, Ky 0
]( T*,G*,S*) == ( Kg _Kl —K,;S' _Kd_G* )
K -K,S*  —K,—K,G*

3- Stability study:
at(r*,G*,8*):

J —All = 0.
—K; K; 0 1 0 0
(K3 —K, — K,S* —K,G* )—A(o 1 0) =0.
K —K,S* —Kg — K,G* 0 0 1
—K; K, 0 A 0 O
( K; —K,—K,S* —K,G* )— (0 A 0) =0.
K —K,S* —Kg — K,G* 0 0 A
—K,— A K, 0
K K, —K,5*— A —K,G* = 0.
K —K,S* —Kg — K,G* — A
(—K; — DKy — KaS* — D(—Kg — Ko 6* — 2) — (—K36°)(—KeS)] — (Ky) [K5(—Ke — Ky 6* — DI+
(K,KsG*) = 0.
(K2 — D[(Ey + E,5* + (K, + K,6* + 1) — K, "6°5%] — (K )[—K3(Kg + Ko6* + DI+
(K,KsG*) = 0.

put x =k, + k,5°,y = K, +K,6°, 2 = K,°G 5*,h = K,K:G".
K, -+ +2) —z]1 - &)K.+ )]+ =0.
(—K; — A [y + xA+ yA+ A2) —z] + (K Koy + Ky Kad — Kyh) = 0.
(K, — [y + (x+y)A+2%) — 2] + (K Ka(v + ) — K ) = 0.
—Koxy —Kp(x + y)A — KA+ KZ —xyvd —(x+ YA — AP+ z2A + K Kgy + K KgA— K h = 0.
—B—((x+y) + K22 — (K(x + V) + xy —z— K, K3)A — (Koxy — Kyz — Ky K3y + K h) = 0.
B+ (x+y+E)2+ (Kpx+ K,y +xy —z— K K3)A+ (Kyxy — Kyz— Ky K3y + K h) = 0.
A%+ ((Ky + Ky5*) + (Ko + KoG*) + K2)A% + (Ko (Ky + Ko5%) + K3 (K + KoG*) + (K + Ku57)(Kg + KaG*) -
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K K KyG* + Ky Ko Ks6%) = 0.
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3

Ifa; >0,i =0,1,2 and a,a; —azap > 0
Then by the Routh-Hurwitz criterion, the system at ( 7+,6+,5%) is stable.

Despite our continued efforts in analyzing the system, we were unable to reach a consistent result or
a clear analytical solution. We faced multiple challenges that complicated the results, making it dif-
ficult to determine the system’s behavior definitively. We therefore intend to resort to numerical
methods as an alternative means to explore the system dynamics more precisely. By using numeri-
cal solutions, we hope to gain deeper insights into the stability of the system and its behaviors under
different conditions, which may help us understand complex phenomena that we have not been able
to analyze Figure 1.

14

no-

Concentration
(%3]

0 0.5 1 15 2 2.5
Time

Figure: (1). intracellular viral kinetics; K; = 0.5,K; = 0.1. K3 = 0.3,K, = 02, K; = 0.1, K; = 0.4.

Note that the viral template T appears concave upward, and this indicates that the amount of tem-
plate increases over time, which indicates stability in growth with increasing template production.
Being concave upward, this means that the increase in the amount of T accelerates over time, which
reflects a positive dynamic in the reproduction of the virus.

As for the viral genome, it decreases over time as it is concave downwards. This decrease also indi-
cates consumption or degradation of the viral genome. This dynamic may reflect an interaction pro-
cess between the genome and the target cells. As for the amount of structural proteins, it decreases
over time, and this indicates that the structural proteins are either used to build new viruses or are
broken down due to cell processes. Based on the results extracted from the drawing, the system ap-
pears unstable. This is based on the data that was entered.

In fact, viruses and the host cell are exposed to random fluctuations. These fluctuations can affect
the rates of interaction and reproduction. To provide a deeper understanding of how random factors
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affect the movement of the virus inside cells, we can create a stochastic model that takes into ac-
count random factors and provides a better understanding of how viruses evolve and become re-
sistant. For treatments or vaccines.

The stochastic model for the system
1- Probabilities associated with changes in the model, Table 2.

Table: (2). Probabilities associated with changes in the model

Changes,AX; Probability, p;
(1,—1,0)%. K,G At.
(—1,0,0)%. K:T At.

(0, 1,00%. K3T At.

(0, —1, ;1)“". K4GSAL.
(0,0,1)". Ks5TAL.
(0,0,—1)*. K¢ SAL.

2- The expectation E(Ax) = X°_, p;Ax; is 3 x 1 matrix, the expectation can be expressed as fol-
lows.

E(Ax) = X7, piAx; = p1Axy + paAxy + p3Axz + pylxy + psAxs + pelxe

1 -1 0 0 0

E(Ax) = Y%, piAx; = K16 (—1) + KzT( 0 ) + KgT(l) + K,GS (—1) + KET(O) +
0 0 0 —1 1

0
KES( 0 )
-1
K,G —K,T 0 0 0 0
roo=(he)o( ¢')+(ar)+ () (2,)+(2.)
0 0 0 —K,GS K.T —K,S
K,G — K,T
E(Ax) = (—KlG + KT — mcs) At.
—K,GS + KT — K¢S
3- The covariance matrix, can be expressed as follows

E(Ax(Ax)T) = X7, p:Ax; (Ax,)".
= p1Ax1 (Ax1)T + ppAxy (Ax)" + p3Axz (Ax3)T + pyAxy (Axy)" +

PsAxs(Axs)" + peAxg(Axg).

K,G —K,T 0
E(Ax(AxX)T) = (—KIG) (1-10) +( 0 ) (=10 0) + (KET) (010)+
0 0 0

0 0 0
(—K4GS)(0 -1 —1)+( 0 )(0 0 1)+( 0 )(0 0—1).
—K,GS KT —K,S
K.G —-K,G 0 K,T 0 0 0 0 O
E(Ax(Ax)T) = (—KlG K,G 0) + ( 0 0 0) + (0 KT 0) +

0 0 0 0O 0 0 0O 0 ©

0 0o 0 0 0 O 00 O
(0 K,GS K4GS)+ (0 0 0 )+(0 0 o0 )
0 K,GS K,GS 0 0 KT 0 0 KS
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KiG + K,T —K,G 0
E(Ax(Ax)T) = ( —K.G  KiG+ KT+ K,GS K,GS )ax
0 K,GS K,GS+ K.T + K.S
K\G +K,T —K,G 0
E(Ax(ax)T) = ( —KiG  KiG+K;T + K,GS K,GS )m = VAt.
0 K,GS K,GS+ KT + K;S

4- Formulate the stochastic system as

dX(t) = f(X(t), t)dt + h(X(¢), t)dW (t).

where
dT; dw; (t)
dx(0) = [th F&@,0 = [FE2],h(x(@), 1) = V7 and aw(®) = |dw;(0)|.
dst dWE (t)
dT, K.G —K,T
(ds,) = (—Klﬂ + KT —K,.Gs) dt +
ds, —K4GS + KT — KS
JE G +K.T) —.JE,G 0 aw,(£)
—JK\G J (K. G+ K;T + K,GS5) K,GS -\ Wi (2) |
0 K.GS JEGS + KT +K.5) / \dWa()

dT, = (K,G, — K,T,)dt + [(K,G, + K.T;) dW,(t) — /K, G.dW, (t).
6, = (-K,G; + K;T; - K,G;S)dt — [K,G,dW, () + [(K, G, + 5T, + K,6,5)aW, () + K, G, SpdWy(t)
d5; = (_Kdﬁtst + KsT; - H‘,St)dt + K6 5t dli"lf-,-;[ﬂ + J[HAGtSt +KsT: + Hist)dwa(ﬂ-

The equivalent system for the former system.

The diffusion matrix G of dimension 3 x 6 is

JEiG — KT 0 0 0
¢=|-/xc 0 R 1;‘1{4 0 0
0 0 —JK.GS JKT —\JK,S
dX(t) = f(X(@),)dt + g(X (t) ) dW(t).
Where:
rdW; (1))
dT. dW> (1)
£ dW-
dx(0) = \th], Fx@,0 = [F29], g(x(0),0) = G and aw () = dw:fgg -
@5 AW (o)
[ dW, ()]
Thus, the system takes the following form:

AG
dar, K\G — K,T JEG6 —JET 0 0 0 dw;(t)
) g (B o i )
S, ~HKsGS + KsT — KeS 0 —JEGS BT —JKeS W:(t)

6L
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th = (KJ" —K,T )dt + '\fﬁ dwl(t) - ‘Jﬁd“(z(t) -
dG, = (—k,6 + k,T — K,65)dt — \K,G dW; (1) + [K,TdW; (1) — VK65 dW, (2).
dS; = (K65 + KT — K .5)dt — K65 dW,(t) + kT dW;(2) — [k 5 dW,(2).

A stochastic drawing shows how the viral template interacts with the genome and structural pro-
teins in the system. While the viral template remains stable, the genome and proteins exhibit fluctu-
ations that reflect response to random factors and changes in the cellular environment, Figure 2 and

Figure3.
14

12

10

Population

0 05 1 15 2 2.5
Time

Figure: (2). intracellular viral kinetics; £; = 0.5,K, = 0.1. K; = 0.3,K, = 02, K; = 0.1, K; = 04.

14

12§

no-

10§

Population
[=2]
3
e

Time
Figure: (3). intracellular viral kinetics; K, = 0.5,K, = 0.1.K; =0.3,K, = 0.2, K; = 0.1,K; = 0.4.

Numerical Representation
The deterministic and stochastic systems solved numerically, (see the Appendix), their solutions
represented using MATAB tools, and hence the following figures were obtained.
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CONCLUSION

In this study, the movement of the virus inside cells was analyzed, using an advanced mathematical
model, where the stability of the virus's dynamics was studied and the random model of the virus's
movement inside the cells was discovered, which allowed us to better understand the dynamics of
the virus and how the system works, and its influence on random factors. This study provides im-
portant insights that contribute to the development of effective treatment strategies.

The study can also be used to analyze different types of viruses, such as the immunodeficiency vi-
rus, influenza virus, coronavirus, etc., which confirms the importance of model in viral researches.
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Appendix

Code of intracellular viral kinetics model (Deterministic model):
% Parameters

K1 =0.5; % Parameter K1

K2 =0.1; % Parameter K2

K3 = 0.3; % Parameter K3

K4 =0.2; % Parameter K4

K5 = 0.4; % Parameter K5
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K6 =0.1; % Parameter K6

% ODE system

ode_system = @(t, Y) [
K1*Y(2)-K2*Y(1); % dT/dt
K3*Y(1)-KL1*Y(2)-K4*Y(2)*Y(3); % dG/dt
K5*Y(1)-K6*Y(3)-K4*Y(2)*Y(3) % dS/dt

I;

% Initial conditions

T0 =10; % Initial condition for T
GO0 = 12; % Initial condition for G
S0 = 8; % Initial condition for S
Y0 =[TO; GO; S0J;

% Time span
tspan = [0 2.5];

% Solve ODE
[t, Y] = oded45(ode_system, tspan, YO0);

% Plot results

figure;

plot(t, Y(:,1), -b', 'DisplayName’, 'T");
hold on;

plot(t, Y(:,2), -r', 'DisplayName’, 'G";
plot(t, Y(:,3), -g', 'DisplayName’, 'S");
xlabel('Time";
ylabel('Concentration’);

legend;

grid on;

hold off;

Code of intracellular viral kinetics model (Stochastic model):

% Parameters

K1 =0.5; % Parameter K1
K2 =0.1; % Parameter K2
K3 =0.3; % Parameter K3
K4 =0.2; % Parameter K4
K5 = 0.4; % Parameter K5
K6 = 0.1; % Parameter K6

% Initial conditions

TO = 10; % Initial condition for T

GO0 = 12; % Initial condition for G

S0 = 8; % Initial condition for S

total time = 2.5; % Total time

dt =0.01; % Time step

N = total_time / dt; % Number of time steps
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% Preallocate arrays
T_values = zeros(1, N);
G_values = zeros(1, N);
S_values = zeros(1, N);

t = linspace(0, total_time, N);
T values(1) = TO;
G_values(1) = GO;

S values(1) = SO;

% Simulation using Euler-Maruyama method
fori=1:N-1
% Deterministic part

dT_det = (K1 * G_values(i) - K2 * T_values(i)) * dt;
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dG_det = (-K1 * G_values(i) + K3 * T_values(i) - K4 * G_values(i) * S_values(i)) * dt;
dS_det = (-K4 * G_values(i) * S_values(i) + K5 * T_values(i) - K6 * S_values(i)) * dft;

% Stochastic part

dW1 = sqrt(dt) * randn;
dwW2 = sqrt(dt) * randn;
dW3 = sqrt(dt) * randn;

dT _sto = sqrt(K1 * G_values(i) + K2 * T_values(i)) * dW1 - sqrt(K1 * G_values(i)) * dW2;
dG_sto = -sqrt(K1 * G_values(i)) * dW1 + sqrt(K1 * G_values(i) + K3 * T_values(i) + K4 *

G_values(i) * S_values(i)) * dW2 + sqrt(K4 * G_values(i) * S_values(i)) * dW3;

dS_sto = sqrt(K4 * G_values(i) * S_values(i)) * dW2 + sqrt(K4 * G_values(i) * S_values(i) + K5

* T values(i) + K6 * S_values(i)) * dW3;

% Update populations

T values(i+1) = T_values(i) + dT_det + dT_sto;
G_values(i+1) = G_values(i) + dG_det + dG_sto;
S values(i+1) = S_values(i) + dS_det + dS_sto;

% Ensure populations remain non-negative

T_values(i+1) = max(T_values(i+1), 0);

G_values(i+1) = max(G_values(i+1), 0);

S_values(i+1) = max(S_values(i+1), 0);
end

% Plot results

figure;

plot(t, T_values, -b', 'DisplayName’, 'T");
hold on;

plot(t, G_values, "-r', 'DisplayName’, 'G";
plot(t, S_values, -g', 'DisplayName’, 'S");
xlabel('Time");

ylabel('Population’);

legend;

grid on;
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hold off;

Code of intracellular viral kinetics model (equevelant Stochastic model):
% Parameters

K1 =0.5; % Parameter K1

K2 =0.1; % Parameter K2

K3 =0.3; % Parameter K3

K4 =0.2; % Parameter K4

K5 = 0.4; % Parameter K5

K6 = 0.1; % Parameter K6

% Initial conditions

T0 =10; % Initial condition for T

GO0 =12; % Initial condition for G

S0 = 8; % Initial condition for S

total time = 2.5; % Total time

dt = 0.01; % Time step

N = total_time / dt; % Number of time steps

% Preallocate arrays

T values = zeros(1, N);
G_values = zeros(1, N);

S values = zeros(1, N);

t = linspace(0, total_time, N);
T values(1) = TO;
G_values(1) = GO;
S_values(1) = SO;

% Simulation using Euler-Maruyama method
fori=1:N-1
% Deterministic part
dT_det = (K1 * G_values(i) - K2 * T_values(i)) * dt;
dG_det = (-K1 * G_values(i) + K3 * T_values(i) - K4 * G_values(i) * S_values(i)) * dt;
dS_det = (-K4 * G_values(i) * S_values(i) + K5 * T values(i) - K6 * S_values(i)) * dt;

% Stochastic part

dwW1 = sqgrt(dt) * randn;
dwW2 = sgrt(dt) * randn;
dwWa3 = sqrt(dt) * randn;
dw4 = sqrt(dt) * randn;
dwWs5 = sqrt(dt) * randn;
dwWe6 = sqrt(dt) * randn;

dT_sto = sqrt(K1 * G_values(i)) * dW1 - sqrt(K2 * T_values(i)) * dW2;

dG_sto = -sqrt(K1 * G_values(i)) * dW1 + sqrt(K3 * T_values(i)) * dW3 - sqrt(K4 * G_values(i)
*S_values(i)) * dW4;

dS_sto = -sqrt(K4 * G_values(i) * S_values(i)) * dW4 + sqrt(K5 * T_values(i)) * dW5 - sqrt(K6
*S_values(i)) * dW6;
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% Update populations

T values(i+1) = T_values(i) + dT_det + dT_sto;
G_values(i+1) = G_values(i) + dG_det + dG_sto;
S values(i+1) = S_values(i) + dS_det + dS_sto;

% Ensure populations remain non-negative

T _values(i+1) = max(T_values(i+1), 0);

G_values(i+1) = max(G_values(i+1), 0);

S_values(i+1) = max(S_values(i+1), 0);
end

% Plot results

figure;

plot(t, T_values, -b', 'DisplayName’, 'T");
hold on;

plot(t, G_values, '-r', 'DisplayName’, 'G");
plot(t, S_values, '-g', '‘DisplayName’, 'S");
xlabel('Time’);

ylabel('Population’);

legend;

grid on;

hold off;
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INTRODUCTION

Abstract

This study was conducted to investigate the effect of flower height on
the number of worker bees, Apis mellifera, and its effect on the foraging
behavior during its visit to the flowers of Malus domestica. The flower-
ing region of the tree was divided into two equal heights, and the num-
ber of honey bee visitors and foraging behavior during the first hours of
the day were monitored and calculated. The two regions showed appar-
ent significant differences in the average number of nectar collections at
11:00 am, the highest number of visitors was recorded in the upper re-
gion 96.0 + 6.0 workers/m?, and the lower region of nectar with an aver-
age of 84.0+3.3 workers/m? and the lowest rates were recorded in the
upper region of nectar, with an average of 73.3 +63.3 workers/m’ at 12
noon. At 9:00 am, the lower region of nectar was recorded with an aver-
age of 36.6 + 4.6 workers/m®. The two regions had the highest average
number of pollen collectors. At 9 am, the upper region recorded 25.3 +
0.4 workers /m?, and the lower region recorded 13.3+0.77 workers/m?.
The lowest rates were recorded in the upper region7.00+0.9 workers/m?
at 11:00 am. At noon, the average area recorded 3.6+0.1 workers
/m?.The result revealed no significant differences in the handling time in
the two regions during the nectar collection. However, differences were
recorded in the traveling time in the lower region only for nectar collec-
tors; we conclude that the tree's height affected the behavior of the hon-
ey bee workers during the search for food and pollen collection.

Keywords: Apis Mellifera, The Upper And Lower Region. Foraging
Behavior Apple Flower.

The most common insect pollinator of apple is the honey bee (Apis mellifera); however, it is not the
most efficient one; the study of the Behavior of Apis mellifers honey bee workers is one of the most
important ancient and modern studies through which it is possible to understand the relationship
between flowers and insects. They are among the most important pollinating insects found in or-
chards and modern agricultural systems (Morse & Calderone, 2000; Sharm et al., 2004).This indicat-
ed by (lau et al .,2019) that climatic conditions greatly affect the activity of bees while collecting
pollen. as a study indicated ( Silva & Dean, 2000) about concentration of sugar in the nectar ,also
mentioned the climatic conditions affect the number of A.mellifera worker bees visiting the flowers
of M.domestica, P. communis, and P. domestic.a. It increases with high temperature and low humidi-
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ty (Essa & Bataw, 2020), as the researchers pointed out (Shareef et al., 2022) when studying it on
the Sinapisabla plant, Pelargonium radula, Stachy stournefortii, and Malva parviflora. temperature
factor has a direct effect on the plant , When the temperature increases, the number of honey bee
workers increases, and the humidity has the opposite impact on the number of visitors to the honey
bee workers. The lower the humidity, the greater the number of visitors to A. mellifera. As (Khanduri
& Sharma,2002),indicated about the production and dispersal of pollen grains in the Himalayan sp
plants, the opening of the mycelium sacs occurs periodically during the day, which is related to the
temperature and relative Humidity. As indicated by (Benedek et al, 2000), the reason may be due to
the quantity and quality of nectar, which has changed since its production and is affected by weather
conditions. Recent studies also indicated that the variation in the time spent searching for food and
foraging during the day is affected by many factors, which reflects their role in the rate of bee visi-
tors, as it was recorded (Bataw & Sharref, 2018) that A.mellifera honey bee workers spent a longer
handling time on the Stachy stournefortii plant of up to 8.6 seconds. Moreover, the least handling
time on a plant that reached Malva parviflora was 7.2 seconds.

The reason is that the bees collect pollen and nectar simultaneously from the first plant, which takes
longer, while the second collects pollen only (Gegear& Laverty, 2004). During their visit to two
kinds of flowers yellow and blue flowers, the study showed that honey bees recorded high stability
on one type of flower and took longer to move between flowers. In contrast, the duration of handling
time on flowers did not differ much between the two types. Also, ( Rust et al, 2003) noted a differ-
ence in the time of handling and traveling between the different species of bees visiting the flowers
of Ecballium sp plant. The effect of different elevation zones on tree branches for apple blossom
indicated that honey bee workers were recorded to prefer the middle zone more than the upper zone.
(Joshi et al, 2010).

This study aims to identify the effect of the location of apple blossoms on the tree on the activity of
the honey bee and its association with foraging behavior.

MATERIALS AND METHODS

Study area

The study was conducted in the Al-Abraq area of Al-Jabal Al-Akhdar (32° 46° 02°N 22° 00° 08°E,
677m) during the Apple bloom period of the season 2022 on a farm of 50 hectares. The study began
during the peak flowering time of the apple Malus domestica; three days were chosen, 23-25/April.
The trees were 10 —17 years old, with heights ranging from 1.5-2.5 m and an average crown size of
2.1 m x 2.0 m. Pesticides were not applied. The experiment was started when about 15-20% of the
flowering took place so that bees would not forage outside the orchard on the other floral resources.
The observations were made continuously for the different foraging parameters for 3 days.

The activity of honey bee workers

To assess the effect of altitude area on the number of worker honey bees visitors during their col-
lecting nectar and pollen, the flowering area of the apple tree was divided into two equal heights,
the upper and the lower region, where each region was studied separately with the recording of the
surrounding climatic conditions, the number of visits of worker honey bees collecting nectar and
pollen was from 9:00 am until 1:00 pm in an area. The observations were calculated for the visitors
of the honey bee workers in the densely flowering branches with a length of 1 meter by following
up the movements of the visiting workers of honey bees flowers, where the visiting workers of the
flowers are monitored from the moment they enter the determined area and all their behaviors in
collecting and pollen and how they stick to the flower and leave during the visit were recorded.
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Foraging behavior

The time the worker spent collecting nectar or pollen from the flower was calculated, and the time
began to be calculated until she left the flower (Handling time). Likewise, the time started to be cal-
culated as soon as the worker stood on the flower and touched its parts. The time she moving from
one flower to another (Traveling time) was calculated using the same method (Pleasant, 1981),
where the period of handling and traveling time is calculated in both the upper and down regions,
taking into account measurements of climatic conditions.

Weather
Temperature and relative Humidity were recorded by a psychomotor and a thermometer a every 10
minutes near the flowers of Apple flowers.

Statistical analysis
Statistical analysis of all data was carried out using the program (Minitab) version (16), analysis of
variance (ANOVA), and calculation of (mean + SE).

RESULTS

1.The foraging activity of Apis mellifera on flowers

a.The effect of flowers' position on the nectar collectors

The results showed significant differences in the number of visits by worker bees in each of the
specific flowering regions on the apple tree during the day. In the upper region, significant differ-
ences were recorded in the number of workers who visited during the daytime (One-way ANOVA,,
F = 9.53, df = 3, P<0.0001). The highest rate of visiting a worker was recorded at 11:00 am, where
the average number of workers was 96.00+ 6.0 workers/m?. The lowest rate of female worker visits
was recorded at noon, where the average number of female workers was 73.3+ 2.61 female workers
/ m?. The lower region, also recorded significant differences (One-way ANOVA) (F = 25.55, df =
3, P<0.0001) where the highest rate of a visit by a worker was recorded at 11:00 am, with an aver-
age number of 84.00+ 3.3 worker/m?. The lowest rate of female worker visits was recorded at 9:00
am, with an average number of 3.6+ 0. 1 workers/m®.(Table 1a).

Table (1a). Mean (xSE) number of honey bee's nectar collectors during day times from the two flowering height cate-
gories during the peak season (23-25 / April / 2022).

Day time Mean No. of nectar collectors (+SE)

Upper region lower region
9:00-10:00 83.3+19 ® 36.6 +4.6°
10:00-11:00 73.6+0.8° 66.6+ 3.5"
11:00-12:00 96.0+ 6.0 ° 84.0+3.3°
12:00 -1:00 73326 " 63.6+3.8"

Similar lowercase letters mean no significant differences in the same column.

b. The effect of flowers' position on the pollen collectors

Our results revealed a significant difference between the number of honey bee workers collecting
pollen throughout the day in both flowering region (Table 1b). The upper region recorded a sub-
stantial difference in the number of bees collecting pollen through the daytime (One-way ANOVA)
(F =159.1, df =3, P<0.0001). The highest rate of visiting a worker was recorded at 9:00 am, where
the mean number of 25.3+ 0.4 worker / m? was reached. while the lowest rate of a visit by a worker
was recorded at noon when the average number of workers was 3.6 + 0.4 worker/m?. The lower re-
gion also recorded significant differences (One-way ANOVA), (F=34.15, df=3, P<0.0001), the
highest rate of visiting a worker was recorded at 9:00 am, where the average number of workers
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was 13.3+ 0.77 worker/m?. The lowest rate of a visit by a worker was recorded at noon when the
average number of workers was 3.6+ 0.1 worker/m?.

Table (1b). Mean (£SE) number of honey bee's pollen grain collectors during day times /from the two flowering height
categories during the peak season. (23-25/ April / 2022).

Day time Mean No. of pollen collectors (£SE)

Upper region lower region
9:00-10:00 253+04° 13.3+0.77%
10:00-11:00 136+0.1° 116+04°
11:00-12:00 7.00+£09° 6.3+0.76"
12:00 -1:00 36+04° 3.6+0.1°

Similar lowercase letters mean no significant differences between the same column.

The results showed a clear difference between the number of honey bee workers in the upper and
lower regions during their visit to collect nectar and pollen during different hours of the day, where
the highest preference for visiting honey bee workers during their collection of nectar was recorded
in the upper region (81.6 + 1.9) worker/m? the compared to the lower region. P-Value = 0.001, df =
223, T-Value = 6.05. Also, the highest preference recorded for visiting honey bee workers during
pollen collection was recorded in the upper region compared to the lower region, with an average of
11.4 + 0.8 worker/m?, P-Value = 0.005, df = 212, T-Value = 2.85 (Table 1c). From our results, we
find an apparent effect of height on the behavior of worker bees, especially in the upper region dur-
ing food gathering.

Table (1c). The comparison of the mean number (+SE) of workers collecting nectar and pollen during a day time/m?
from the two flowering height categories during the peak season (23-25 / April / 2022).

No. worker (flower/hr.) Collecting Nectar Collecting Pollen
Upper region 81.6 +1.9° 11.4+0.8
lower region 62.8 + 2.5 8.5+0.5°

The letters different in the column are meant to find significant differences.

2. The effect of flower position on handling and traveling time

a. effect on the rate of nectar collection

The results show the handling and traveling times of honey bee workers on flowers during daylight
hours in each of the two flowering regions while collecting nectar and pollen, (Table. 2a). in the
upper region, we did not record significant differences during handling time for workers (df = 3, F
=1.07, P>0.363). Also, the handling time for the lower region shows no significant differences (df
=3, F =1.06, P>0.369). The traveling time between the flowers in the upper region shows a signifi-
cant difference (df=3, F=3.21, P<0.02), where the highest traveling time was recorded at 11:00 am
with an average of (2.0+ 0.05) sec., while the lowest traveling time between flowers was at 12 noon
with an average of (1.5+ 0.17) sec. in the upper region. In contrast, the traveling time between the
flowers in the lower region shows no significant differences through day hours (df=3, F=0.47,
P>0.701).

Table (2a). The Mean (SE+) handling and traveling time of Apis mellifera collecting the nectar of apple flowers Malus
domestica during different days.

Height Foraging times/second
9:00-10:00 10:00-11:00 11:00-12:00 12:00-1:00
Handling Upper region 1.9+0.15% 1.8+0.8° 2.2+0.15° 1.9+02°
time lower region 1.9+0.27° 1.6+0.1° 2.12+0.2° 21+0.21°
Traveling Upper region 1.7+011%® 1.7+0.1% 2.0 +0.05° 1.5+0.17b
time lower region 1.6+0.18° 1.3+0.1°% 1.5 +0.07° 2.0+0.07°

Similar letters mean no significant differences between the same line.
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b. Effect on the rate of pollen collection

Our results in Table (2b) show the times of foraging rate of honey bee workers on flowers during
daylight hours in each region while collecting pollen, where significant differences were recorded
in the upper region for the handling time (df=3, F= 9.78, P<0.0001). Where the highest handling
time was recorded at 10:00 am with an average of (2.50 £ 0.3) sec. and the lowest handling time
was recorded in the same area at 12 noon with an average of (0.4 £ 0.2 sec.). When recorded lower
region during collection pollen significant differences (One-way ANOVA, df=3, F=8.62, P<0.0001)
when was highest handling time at 10:00 am recorded with an average (2.5 + 0.45) seconds, as well
as at 12:00 noon recorded the lowest handling time was with an average of (0.3 £ 0.1) seconds, at
the same time, as it was recorded in two regions traveling time, where the upper region recorded
apparent significant differences (df=3, F= 31.28, P<0.0001). The highest traveling time was at
10:00 am with a mean of (1.6 £ 0.1 sec.) and recorded between 11:00 am and 12:00 noon; the low-
est traveling time recorded was at 12:00 with an average of (0.2 + 0.1) sec.. also the lower region
recorded a significant difference (df=3, F=12.26, P<0.0001). The highest traveling time of a worker
was at 10:00 am with an average of (1.3 £ 0.12) sec., and the lowest traveling time was at noon with
an average of (0.4 + 0.11) seconds, (Table 2Db).

Table (2b). The Mean (SE+) handling and traveling time of Apis mellifera collecting.

Foraging Behaviour Times(second) / day time
9:00-10:00 10:00-11:00 11:00-12:00 12:00-1:00
Handling Upper region 1.9+015% 25+0.3a 0.8 +0.36™ 04+02c
time Lower region 21+£027% 2.5+0.45° 1.3+0.4" 03+0.1c
Traveling Upper region 1.1+0.05° 1.6 +0.11° 0.4+0.13° 0.2+0.1¢c
time Lower region 1.1+0.06° 1.3+0.12° 0.7 £ 0.16bc 04+0.11c

Similar letters mean no significant differences between the same line.

The results revealed that no significant differences were recorded between the upper and lower re-
gions in the handling time of honey bee workers while collecting nectar df = 229, P-Value = 0.801,
T-Value = - 0.25. Also, our results did not record significant differences in the two regions for the
handling time during the pollen collection, df = 232. T-Value = -0.31, P-Value = 0.753. As for the
traveling time, no differences were recorded between the two regions during the nectar collection.
df = 145. T-Value = 0.61, P-Value = 0.542, while the traveling time recorded significant differences
between the two regions, where the pollen-collecting honey bee workers recorded the most prefer-
ence for traveling. It was in the upper region with an average of (1.0 + 0.07) seconds, df = 238. T-
Value = 2.35, P-Value =0.020 (Table.2c)

Table (2c). The mean duration of the visit of Apis mellifera on apple flowers during the blossom season in both upper
and lower regions.

Foraging region Handling time (sec.) Travelling time (sec.)
Nectar Pollen Nectar Pollen
Upper region 1.92+0.08a 16+0.1a 1.7+£0.06a 1.0+£0.07a
Lower region 1.96£0. 1a 1.7+02a 16+£01a 0.7+0.06b

Similar letters mean that there are no significant differences between (in) the same column.

3. Weather conditions during the hours of the day

Temperatures recorded significant differences between the different daylight hours during the two
regions (One-way ANOVA, P<0.0001 df= 3, F= 29.35), and humidity levels recorded significant
differences between the different daylight hours (One-way ANOVA) F= 30.62, df=3, P < 0.0001),
Where at 9:00 am the temperature was recorded at an average of 21.5°C and the average humidity



Al-Mukhtar Journal of Basic Sciences 22 (3): 263-271, 2024 page 268of 9

was 36.6%. Also, at 10:00 am, the temperature was recorded at an average of 23.4C°, and the aver-
age humidity was 31.0%. at 11:00 am, the average temperature was 24.5C°, and the average humid-
ity was 26.2%. at 12:00 noon the average temperature was 27.5C°, and the average humidity was
22.1%.

DISCUSSION

The results showed apparent significant differences in the number of bee visits between day hours
in the upper and lower region of the flowers during their foraging on nectar, the highest activity
rates was on the upper region at 11:00 am ( 96.0 + 6.0 bees / m?, and (84.0 + 3.3) bees / m? on
lower region due to the raise gradually of temperatures, which reach of 24 C°. The low rates of
honey bee workers collecting nectar were recorded in the upper region at 12:00 pm, with an average
of 73.3 + 2.6 bees/ m?, at the temperature reached of 27 C°, while at 9:00 am the lower region with
an average 36.6+4.6 bees / m? the reason may be due to the humidity factor which reached 36.6%.
The results showed apparent significant differences in collecting pollen between day hours during
their visit to the upper and lower regions, the highest rates were25.3 + 0.4 bees / m?, in the upper
regions, and 13.3 + 0.77 bees / m? on the lower region at 9:00 am were the humidity was 36.6%,
and this is consistent with (Essa & Bataw, 2020) who investigated the influence of higher tempera-
tures increase the number of worker bees collecting nectar compared to decrease of humidity, and
also agreed with what was indicated by (Meriti, 2003) when studying the activity of bees flowers of
Camalducnsis sp, Eucalyptus sp, Muricata sp, Erica sp. during their pollen collection. The lowest
number of visiting rates of bees collecting pollen in the upper region were recorded at 11:00 am
(7.00 + 0.9 bees/m?), as well as at 12:00 pm at lower region, when the rise in temperatures was rec-
orded (3.6 + 0.1 bees / m?) and this results indicated by (Brown and Paxton, 2009) who consider
the climate conditions as the important influences that play a decisive role in controlling the life and
activity of insects, and changes these conditions are capable of affecting behavior, and addition to
the effect of the humidity factor and its effect on the anthers of this plant, and this is consistent with
what was indicated by (Malerbo et al., 2004) that honey bees collect pollen from Citrus sinensis in
the early morning hours. The preference activity of bees was recorded the highest rates in the upper
region during collect nectar (81.6 + 1.9) worker/m® and pollen (11.5 + 0.8) worker/m? and this is
what is consistent with (Mattu,2012) that the effect of the difference in heights depends on the start
of the timing of the foraging activity. The strategic positioning of flowers plays a vital role in guid-
ing bees' approach flights and landings. By optimizing these routes, bees can conserve energy and
time, which is essential for maximizing their foraging success and ensuring effective pollination by
(wang et al., 2014).

Our results recorded an effect of the handling and travelling time rate on honey bee workers collect-
ing nectar and pollen during daylight hours. No significant differences in the handling time in the
upper and lower region when collecting nectar. As a result of the availability pollen and nectar,
which allows bees to obtain it without fatigue and hardship, especially in the first hour of bee activi-
ty because the nature of the plant nectar changes in quantity and composition during the day (Cor-
bet, 1978). The results recorded apparent significant differences in travelling time between flowers
at the upper region during the day time, at 11:00 am, the highest rate of travelling time was record-
ed, with an average of (2.0 £ 0.05 sec.). and the lowest travelling time was at 12:00 noon, with an
average of (1.5 + 0.17 sec.),the high concentration and available of nectar at this time could be one
of the reasons (Willmer et al, 1994 Bataw ,1996).

The handling and travelling time of the bee visit in both regions recorded the highest rates of at
10:00 am and the lowest handling and travelling time at 12 noon during collecting pollen., as result
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of decrease production of new pollen grains at this time, where the apple blossoms produced pollen
grains at 9:00 in the morning, and the effectiveness of the activity was high, which affected the
handling time at the hour 10 am while collecting pollen at this time. and the variation in honey bee
workers A.mellifera and Megachile sp continues to forage during the period of pollen release from
the anthers, but A.ceratina forage for nectar when sugar rises and pollen decreases (Rust et al ,
2003).efficient flower arrangements not only reduce handling time but also enhance the overall for-
aging success of bees. By minimizing the time handling on each flower, bees can visit more flow-
ers, increasing their nectar and pollen collection, which is vital for their handlind and ecological
role This strategic positioning ensures consistent pollinator movement and maximizes pollination
success ( Jordan et al.,2016).

The results indicated that the flower area did not affect the period of handling time in both regions
during the visit of the bees to collect nectar or pollen, also the results revealed the effect of the
flowers height on travelling time in the lower region during the collection of pollen. These results
conclude that the behavioral activity of honey bees is determined by several factors, such as food
preference or suitability of climatic conditions within the foraging flowers, which in turn reflects on
the effect of tree height, and the flower position on the tree.
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manuscript.
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INTRODUCTION

Abstract

Bacterial adhesion to surfaces is a complicated process influenced by
several factors. Key factors are the physical properties of the materials,
characteristics of the bacteria, and environmental conditions. In this
study, the effects of the type of water distribution pipe material, water
temperature, water flow speed, and contact time on the rate of bacterial
adhesion to the pipe walls were evaluated. Two species of bacteria,
gram-negative and gram-positive, were selected to study their tendency
to adhere to the surfaces of two types of materials (galvanized iron and
Polyvinyl Chloride (PVC)) used in the manufacture of water distribution
pipes. The results showed that elevated temperature and contact time
contributed to Increased adhesion of Gram positive bacteria to galva-
nized iron, whereas no discernible effects were observed for Gram nega-
tive bacteria. These findings also demonstrated that positively charged
bacteria exhibited a higher capacity to adhere to mutually galvanized
iron and PVC surfaces than Gram negative bacteria. Moreover, the rate
of adhesion of Gram positive bacteria increased with increasing water
flow rate, and there was no clear effect of water flow rate on the extent
of adhesion of Gram negative bacteria on both surfaces. This study un-
derscores the necessity of selecting appropriate pipe materials, factoring
in operational temperatures and water flow dynamics to effectively
manage bacterial biofilm development in distribution systems.

Keywords: Polyvinyl Chloride (PVC); Galvanized Iron; Bacterial Ad-
hesion; Biofilm Formation; Water Distribution Systems; colony-forming
units (CFUs).

Biofilm growth considerably affects interactions between microbes and pipe surfaces during the ini-
tial adhesion stage. Nearly one billion people worldwide face health risks due to waterborne patho-
gens, predominantly facilitated by biofilm proliferation within drinking water distribution systems
(DWDS) (Sharma et al., 2023; Adelodun et al., 2021; Owens et al., 2020). One of the primary ave-
nues for these infections is through DWDS in which biofilms are frequently held within pipelines
(Wagas et al., 2023; Gomez & Aggarwal, 2019; Zhang et al., 2018). Biofilms, which are resilient
communities of microbes embedded within a polymer matrix, possess heightened resistance to dis-
infectants and environmental stressors (Rhoads et al., 2020).

The central problem revolves around understanding the influence of different pipe materials on
bacterial adhesion and subsequent biofilm formation. This process is governed by physicochemical
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forces between the microbes and substrates, which have been elucidated through thermodynamic
principles (Bain et al., 2014; Fulaz et al., 2019). The key contributing factors include surface
charge, hydrophobicity, and hydrophobicity (Oh et al., 2018; Danchik et al., 2021). Microbial ap-
pendages, such as pili, play a crucial role in overcoming repulsive forces and facilitating enduring
bonds with surfaces (Costerton et al., 1995). Additionally, environmental parameters, such as water
temperature, pH, disinfectant levels, and nutrients significantly influence biofilm growth (Erdei-
Tombor et al., 2024; Goldberg et al., 2002; Peng et al., 2002; Stefan et al., 2023). Significantly, the
material of the pipes influences the stimulation of the biofilm and the strength of adhesion (Goraj et
al., 2021; Schwering et al., 2013; Zhang et al., 2022).

Commonly used distribution pipes, such as concrete, galvanized iron pipes, and Polyvinyl Chloride
(PVC), may possess varying properties that effect on stimulate biofilm formation (Learbuch et al.,
2021; Chen et al., 2020). However, a comprehensive comparative analysis of these different pipe
types under standardized conditions is currently lacking. Addressing this issue involves rigorous
exploration of the bacterial adhesion strength across various commonly used pipe materials at dif-
ferent temperatures. By quantifying these adhesion strengths and evaluating biofilm growth under
controlled conditions, this study aims to provide actionable insights. These insights can guide the
selection of pipe materials and inform strategies for managing temperature fluctuations, ultimately
curbing biofilm formation, and reducing the persistence of pathogens within water distribution sys-
tems. Minimizing microbial contamination in these systems is a pivotal step toward mitigating wa-
terborne infections globally. The primary objective of this study was to investigate the impact of
pipe material, temperature variations, water flow rate, and contact time on the strength of bacterial
adherence and the subsequent development of biofilms along water pipes. Through controlled ex-
periments, this study sought to unravel the interplay between these factors and elucidate their com-
bined influence on biofilm formation in drinking water distribution systems.

Backgraound & Related Work

Most studies have approached adhesion through a narrow lens by focusing on selected parameters
(see Table 1). A deeper and more integrated understanding requires analyses that bridge the multi-
ple domains. However, the study lacked a comprehensive explanation of the differences between
various materials, leaving room for ambiguity.

(Lorenzetti et al., 2015) focused on the study of nano TiO, coatings and their effect on bacterial at-
tachment. By employing a green fluorescent protein-expressing Escherichia coli strain, this study
demonstrated reduced bacterial adhesion. However, the study did not establish a clear relationship
with { potential, emphasizing the need for future studies with diverse materials to validate and gen-
eralize the findings.

(Liu and Tay, 2002) explored bacterial adhesion on different plastics, utilizing a microscopic cell
counting chamber. Their findings indicate the effective role of surface hardness in bacterial adhe-
sion. Nonetheless, the study mentioned that hydrophobicity did not influence bacterial adhesion, as
shown by the complexity of the interactions involved.

(Bohinc et al., 2016) investigated the effect of surface roughness on bacterial adhesion using the
crystal violet staining method.

This study indicated increased adhesion with increased surface roughness, although the absence of a
study on extracellular polymeric substances (EPS) is a crucial factor that has not been explored.
(Chik et al., 2018) investigated the factors affecting metallic surface adhesion using laser ablation
and polishing. Their study revealed reduced adhesion after the laser treatment of metal surfaces,
highlighting a potential method for deterring bacterial attachment.
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Author

Objective

Method

Outcome

Limitations

Yoda et al. (2014)

Lorenzetti et al.

(2014)

Liu et al. (2023)

Bohinc et al. (2016)

Chik et al. (2018)

Ohetal. (2018)

Fink et al. (2015)

Oder et al. (2015)

Zeraik & Nitschke
(2012)

Investigate
roughness impact
on bacterial adhe-

sion
Study nano TiO,
coatings on bac-
terial attachment

Explore bacterial
adhesion on dif-
ferent plastics
Investigate sur-
face roughness on
bacterial adhesion

Study factors
affecting metallic
surface adhesion

Analyze hydro-
phobicity and
zeta potential

effect

Examine liquid

flow and temper-
ature on detach-
ment

Investigate mate-
rial roughness

and temperature
Assess culture

media and tem-
perature on adhe-
sion

Field emission
scanning electron
microscope
(SEM)
Green fluorescent
protein expressing
E. coli strain

Microscopic cell
counting chamber

Crystal violet
staining method

Laser ablation and
polishing

Scanning electron
microscope
(SEM) micro-
graphs
New liquid flow
chamber

Spectrophotomet-
ric method

Crystal violet
staining technique

Lower adhesion
on hydrophobic
surfaces, needs
refinement
Reduced bacterial
adhesion, no rela-
tion with ¢ poten-
tial
Surface hardness
influential on bac-
terial adhesion
Increased adhe-
sion with rough-
ness, EPS not
studied
Reduced adhesion
after laser treat-
ment on metal
surfaces
Greater adhesion
on hydrophilic
substrates

Turbulent flow
and higher tem-
perature increase
detachment
Positive relation
between rough-
ness and adhesion
Adhesion varied
with temperature
and media

Lack of a comprehensive expla-
nation of differences among ma-
terials.

There is a need for diverse mate-
rials for validation in future stud-
ies.

Hydrophobicity not dominant in
bacterial adhesion

Lack of EPS as a key factor for
adhesion.

This study primarily examined
initial adhesion rates, which may
not consider long-term biofilm
development and stability.
Adhesion was examined only
under controlled laboratory con-
ditions.

Further experiments are required
to gain a deeper understanding.
Ineffectiveness in detecting sur-

vivors at specific temperatures.

Hydrophobicity is insufficient to
predict bacterial adhesion.

MATERIALS AND METHODS

Bacterial Strains Isolation and identify
The bacterial strains used in this study were isolated from tap water samples collected from a local
water-supply system. A mixture of 1 ml of sterile tap water and 1 ml of local tap water was incubat-
ed in nutrient broth overnight at 37°C. The following day, one colony from each freshly cultured
bacterial strain was inoculated onto artificial media, specifically R2A agar (Reasoner's 2A agar).
The mixture was then incubated overnight at 37°C. Finally, the isolated bacterial strains were dif-
ferentiated. The distinctions among the bacterial strains were based on the shape and size of their
colonies, as well as their reaction to Gram staining, categorizing them as either gram-positive or
gram-negative using the Gram stain technique (Paray et al., 2023).

Preparation of Pipe Material Samples
Pipe samples were obtained from materials normally used in water distribution systems. Polyvinyl
Chloride (PVC) and galvanized iron were cut into 2 x 2 cm coupons. These samples were thorough-
ly cleaned and sterilized using a combination of 70% ethanol and UV irradiation. For the investiga-
tional setup, every pipe coupon was strongly fixed inside a separate 150 ml beaker using metal clips

as shown in fig. 1.
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Figure: (1). The steps of experiment.

Preparation of bacterial Samples for Adhesion Assay Protocol

Approximately 10° colony-forming units of overnight cultured bacteria were diluted in 9 ml of steri-
lized tap water. One milliliter of the prepared bacterial water sample was transferred to a beaker
containing 150 ml of sterilized water. Fixed polyvinyl chloride (PVC) and galvanized iron coupons
were then immersed in bacterial water samples at various temperatures (5, 25, 35, and 45°C), con-
tact times (30 and 60 min), and water flow speeds (2 and 4 rpm). After each experiment, the pipe
coupon samples were gently rinsed to remove non-adherent cells.

Detachment and quantification of adhered cells on materials sample Surface

To quantify bacterial adhesion, all the bacteria that adhered to the sample coupon surface were
swabbed using a swab stick. A swab stick was then immersed in 10 ml of distilled water and vor-
texed for 2 min to detach biofilm cells. One milliliter of each suspension was plated on R2A agar
and cultured in a bacterial incubator at 37°C. After 24 h, the colony-forming units (CFUs) were
counted.

Quantification of the strength of cell adhesion to PVC substrate using a centrifugation assay
The adhesion strength of the bacterial cells to the PVC coupon surfaces was evaluated using cen-
trifugation. First, microbial cells were seeded onto the PVC coupon surfaces. The seeded PVC cou-
pons were then transferred to a centrifuge test tube and covered with 1 ml of distilled water. The
test tube was placed in a laboratory centrifuge and the bacteria were harvested by centrifugation for
2 min, applying six different dislodgement forces ranging from 0 to 3500 g. The resulting suspen-
sions were then cultivated on R2A agar for 24 h, after which the colony-forming units (CFUs) were
counted. The number of bacteria removed was plotted against the applied forces to create adhesion
profile characteristics of the bacterial cells adhering to the surface.

EXPERIMENTAL DESIGN & STATISTCAL ANALYSIS

Data Description

This study applied a comprehensive dataset encapsulating various attributes related to bacterial ad-
hesion and biofilm formation on different pipe materials under varying conditions. The data in Ta-
ble 2 include categorical variables, such as pipe material, temperature, contact time, water flow
speed, and bacterial type, as well as a numerical variable representing bacterial density. Each attrib-
ute plays a crucial role in analyzing the impact of environmental and experimental conditions on

biofilm development.
Table :(2). Data Description

Attribute ID Variables Type Description
1 Pipe material Categorical Two levels: Galvanized Iron and PVC
2 Temperature Categorical Five levels: 5°C, 15°C, 25°C, 35°C, and 45°C
3 Contact time Categorical Two levels: 30 minutes and 60 minutes.
4 Water flow speed Categorical Two levels: 2rpm and 4rpm
5 Species of bacteria Categorical Two Species: Gram positive and Gram negative
6 Bacteria density Numerical -
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Experimental Design

The experimental design incorporates a set of experiments under various conditions to systematical-
ly assess the influence of pipe material, bacterial type, contact time, and temperature on bacterial
adhesion. Specifically, trials used two types of pipes: galvanized iron and PVC, which represent
commonly utilized distribution materials. These were tested across a range of five temperatures
from 5°C to 45°C, which reflect the variable conditions in drinking water systems. Additionally,
flow speeds of 2 rpm and 4 rpm were used to mimic the common water flow speeds in the pipe dis-
tribution system. Contact times of 30 min and 1 h revealed both the initial cell attachment and early
biofilm development stages. By measuring adhered cell densities across these combinations of fac-
tors, the experiments enabled detailed modeling of how bacterial surface colonization depends on
key physical and chemical properties. Statistical tests, such as two-way ANOVA, were performed
to discern the significant main effects of each parameter and any interaction effects.

RESULTS

Assessment of bacteria adhesion

The aim of this study was to test the impact of surface type, temperature, and water flow speed on
the rate of bacterial adhesion. Our results indicate that the adhesion of Gram positive bacteria onto
both galvanized iron and PVC surfaces is influenced by temperature, as shown in Figure 2. We
noted that a gradual increase in temperature resulted in a notable increase in bacterial adhesion, and
the optimum bacterial growth temperatures were 25C° & 45C° for Gram positive bacteria. Our re-
sults are consistent with those of previous studies.

(Rode et al., 2007) have indicated that the rate of adhered S. aureus (Gram-positive bacteria) is
promoted when bacteria incubate at optimal temperatures. (Da Silva-Meira et al. 2012) reported that
the maximum intensity of biofilm formation on stainless steel and polypropylene was observed at
28 C°. (Roy et al., 2021) concluded that the high temperatures (25 to 42°C) lead to increased bio-
film formation on food industry surfaces. (Oder et al., 2015; Ana Eliza et al., 2012) pointed out that
there is a positive correlation between temperature and the intensity of bacteria adhering to the sur-
face, with the highest adhesion number of bacteria found at a higher temperature of 35 °C and the
lowest at 4 C°. In contrast, in our study, no significant effect was observed on the adhesion of the
Gram negative bacteria to both galvanized iron and PVC surfaces.

According to (Bohinc et al., 2016) the most hydrophobic bacteria (S. aureus ZMJ 72 and P. aeru-
ginosa ZMJ 87) adhere more to stainless steel surfaces. This effect is in agreement with the out-
come of our study, which showed that the Gram positive bacteria have a greater ability to adhere to
mutually galvanized iron and PVC surfaces. This can be attributed to the fact that bacteria that are
more hydrophobic tend to adhere to more hydrophobic surfaces. These findings are in good agree-
ment with those of (Doyle, 2000 ; Roosjen et al., 2006).

These studies revealed that microorganisms tend to attract more hydrophobic surfaces because of
the inhibition of the formation of hydrogen-bonded water molecules. Our findings are also con-
sistent with the common rule of bacterial adhesion that bacteria adhere to more hydrophobic surfac-
es (Katsikogianni and Missirlis, 2004). Additionally, the present study found that compared to PVC,
the galvanized iron substratum was shown to promote the development of high-intensity adhered
bacteria, as shown in Figure 2.

This result was consistent with the findings of (Niquette et al., 2000 ; Zhu et al., 2014). This dif-
ference in the number of adhered bacteria to the two types of material can be explained by the fact
that microorganisms tend to adhere to rougher surface materials, as suggested by (Kerr et al., 1998).
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Figure (2). Adhesion assays of bacterial suspensions to galvanized iron coupon surfaces and PVC coupon surfaces at
different temperatures

The impact of the water flow speed (at constant temperature and time) on bacterial adhesion to the
surfaces is shown in Figure 3. The results revealed an increase in the counts of adhered- Gram posi-
tive bacteria on galvanized iron with an increased flow rate. (Liu et al. 2002; Chambless JD &
Stewart PS 2007) suggested that increasing the flow of bacteria towards or parallel to the surface
results in an increased rate of bacterial adhesion of microorganisms due to higher mass transport.
However, the number of adhered Gram negative bacteria to galvanized iron decreased slightly with
increasing flow rate because the fluid flow rate exceeded a critical value, which may prevent bacte-
ria from having a suitable contact time to adhere and accumulate on the surface. Meanwhile, the

water flow rate had no significant effect on the adhesion of bacteria to both the galvanized iron and
PVC surfaces.
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Figure: (3). Density of bacteria on galvanized iron coupon surfaces and PVC coupon surfaces at different rotational
speeds (2rpm and 4rpm)
The impact of contact time on the rate of bacterial attachment to both the galvanized iron and PVC
surfaces (at a constant temperature and flow rate) is shown in Figure 4. The results indicate that the
number of adhered Gram positive bacteria on galvanized iron surfaces increases with increasing

contact time; in contrast, there was no clear influence of contact time on the adhesion of both bacte-
rial types to the PVVC surface.
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Figure (4). Density of bacteria on galvanized iron coupon surfaces and PVVC coupon surfaces at different incubation
times (30 min and 60 min).

To obtain further information about the interaction strength between the adhered cells and sub-
strates, the strength of bacterial cell adhesion to the PVC substrate was evaluated using a centrifuga-
tion assay. The number of bacterial cells removed after application of the controlled force was
counted.
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Figure (5). The relation between removal of bacteria cells and applied force.

The plot of the number of detached cells against the applied detachment force shows that the num-
ber of cells removed from the PVC surface increased exponentially as the applied force increased,
as shown in Figure 5. The leftward shifts in this sigmoid curve with increasing applied force indi-
cate that most of the bacteria were bound to the surface with a high adhesion force. This increase in
the applied rupture force provided clear evidence that the bacteria adhered strongly to the surface
even after short-term bacterial attachment (30 min and 60 min), which is required for the formation
of biofilms on surfaces. The shape of the curve obtained is in agreement with that obtained by
Reyes and Garcia, 2003, who showed that increasing the applied force led to an increase in the
number of bacteria detached from the surface.

STATISTICAL ANALYSIS

Description of Statics

A mean temperature of 20°C represents a pivotal point for bacterial behavior, as temperature is a
key environmental factor influencing microbial growth and survival. A standard deviation of
11.269°C indicates substantial variability in temperature conditions. Quartile analysis showed 50%
of observations below 27.5°C, with a significant portion residing in higher ranges that could exac-
erbate bacterial adherence and biofilm formation.
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Table :(3). Description of Static Values

Factors Mean Standard Deviation 25% 50% 75%

Temperature 20°C 11.269 12.50 20 27.5
Water flow speed 3rpm 1.008 2 3 4
Contact Time 45min 15.119 30 45 60
Material surface type 0.500 0.504 0 0.5 1

Bacteria Density 3627.34 5302.63 682.5 2840 4350

As shown in Table 3, a mean material value of 0.500 and a standard deviation of 0.504 demonstrat-
ed heterogeneity in the pipe properties. With 50% of the observations at or below 0.5, this under-
scores variations in material composition and subsequent implications for bacterial-surface interac-
tions and water contamination. Understanding these material-specific dynamics is imperative for the
development of mitigation strategies. The mean water flow speed of 3 rpm and standard deviation
of 1.008 rpm indicated variability in the flow dynamics modulating bacterial transport and adher-
ence. Distinct quartile ranges reveal nuanced spreads linking flow velocity to biofilm development.
This multifaceted relationship between the key factors of temperature, pipe material, and flow rate
underscores the complex interplay that governs microbial water quality.

Three-way ANOVA

In this study, the relationship between environmental factors and bacterial adherence increase was a
subject of great significance. A statistical analysis, ANOVA, was performed to understand the im-
pacts of temperature, bacterial type, and material surface type on bacterial density. The analysis was
structured methodically to consider the separate and combined effects of these variables. To per-
form a multifactorial ANOVA that included more than two factors, we used a model that assessed
the main effects of each independent variable (temperature, water flow speed, contact time, material
surface type, and bacterial species) and their interactions with the dependent variable (bacterial den-
sity). Both two-way interactions (such as Temperature with Speed, Temperature with Material) and
higher-order interactions (such as Temperature with Speed with Material) were applied.

Impact of Temperature, Species of Bacteria, and Material on Bacterial Density

An extensive analysis of variance (ANOVA) was performed to resolve the effects of temperature,
bacterial species, and material surface on bacterial density, as shown in Table 4. Follow-up analyses
revealed precise differences in bacterial adhesion to galvanized iron at 5°C and 25°C. Regression
modeling based on the entire dataset predicted cell adhesion rates for novel combinations beyond
those explicitly tested. The ANOVA results are presented in Table 3. The effect of temperature on
the bacterial density was significant (p < 0.000002), indicating that temperature is a critical factor
for bacterial growth in pipes. This discovery is associated with essential knowledge that bacteria are
highly sensitive to their thermal environment, with their metabolic processes being regulated by
temperature fluctuations.

The species of bacteria was another influential factor (p < 0.000101), showing the diversity that
exists, including the different bacterial species. This indicates that each bacterial type possesses
exclusive attributes that shape its growth patterns, displaying the changes they have undergone to
survive and thrive in their respective ecological niches. The role of the material as a growth
substrate was also notable (p = 0.025257), indicating that the physical and chemical properties of
the surface can influence the density of bacterial colonies. This finding has implications in materials
science, where the development of antibacterial surfaces or materials designed to promote bacterial
growth is an active area of research. An interesting interaction between temperature and bacterial
species was observed (p = 0.013825), indicating that the effect of temperature on bacterial density
varies across different bacterial species. This interaction suggests that certain bacterial species may
be more resilient or better adapted to specific temperature ranges than others.
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Table :(4). ANOVA Summary for Temperature, Type of Bacteria, and Material

Source Sum of Squares df F Value p Value
Temperature 1.301e+09 4 10.417 0.000002
Species of Bacteria 5.417e+08 1 17.347 0.000101
Material 1.644e+08 1 5.266 0.025257
Temperature: Species of Bacteria 4.274e+08 4 3.422 0.013825
Temperature: Material 3.897e+08 4 3.120 0.021292
Species of Bacteria: Material 1.770e+08 1 5.667 0.020480
Temperature: Species of Bacteria: Mate- 3.590e+08 4 2.874 0.030283
rial
Residual 1.874e+09 60 - -

The interaction between temperature and material also proved to be significant (p = 0.021292),
suggesting that the influence of the material on bacterial density is temperature dependent, as shown
in Figure 6. This indicates that the properties of certain materials may change with temperature,
thereby affecting bacterial adhesion and growth.
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Figure (6). Interaction between temperature and type of bacteria across material levels.

The interplay between bacterial species and material was a significant factor (p = 0.020480),
suggesting that certain materials may selectively favor the growth of specific bacterial species. This
finding has practical implications in various fields such as medical device manufacturing and
environmental biotechnology. Finally, a significant three-way interaction among temperature,
bacterial species, and material was observed (p = 0.030283), highlighting the intricate nature of the
microbial ecosystem, where multiple factors converge to determine bacterial density.

In this study, we explored the impact of material type, contact time, bacterial strain, temperature,
and speed on bacterial adherence using galvanized iron and PVC. Our results revealed that
temperature, material composition, and bacterial strain significantly influenced bacterial adherence,
with distinct effects observed at different temperatures and with different materials.

Effect of Speed, Species of Bacteria, and Material on Bacterial Density

In an exploratory study examining factors influencing bacterial density, ANOVA was conducted to
assess the impacts of water flow speed, species of bacteria, and material surface type, as shown in
Table 5. This study aimed to elucidate the separated and interactive effects of these variables on
bacterial population density.
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Table :(5). ANOVA Summary for Water flow speed, Species of Bacteria, and Material

Factors Sum of Squares df  F Value p Value
Water flow speed 1.288e+07 1 0.215 0.643908
Species of Bacteria 5.417e+08 1 9.063 0.003595
Material 1.644e+08 1 2.751 0.101518
Water flow speed: Species of Bacteria 8.446e+03 1 0.000141 0.990548
Water flow speed: material surface type 2.569e+07 1 0.430 0.514200
Species of Bacteria: material surface type 1.770e+08 1 2.961 0.089601
Water flow speed: Species of Bacteria: material 8.971e+06 1 0.150 0.699579
surface type
Residual 4.303e+09 72 - -

The main effect of water flow speed on bacterial density was found to be non-significant (p =
0.644), suggesting that variations in water flow speed within the tested range did not significantly
influence the density of bacteria, as shown in Figure 7. This finding indicates that, at least within
the parameters of this experiment, the bacterial density remained unaffected by changes in water
flow speed. However, the species of bacteria had a significant effect on the bacterial density (p =
0.0036). This result indicates a distinct difference in how two species of bacteria proliferate or
sustain their populations, underscoring the biological diversity between bacterial species and their
unique responses to environmental conditions. Material surface type as a factor did not demonstrate
a significant main effect (p = 0.102). However, the relatively low p-value prompts consideration of
further inquiry. This indicates the possibility of material composition exerting a subtle influence on
bacterial density, a hypothesis that may require additional data or a broader scope of material types
for a comprehensive evaluation. The interaction between speed and type of bacteria, when explored,
did not yield statistical significance (p = 0.991). Similarly, the interaction between the water flow
speed and material also failed to show significance (p = 0.514).

These outcomes suggest that the interplay between these factors does not meaningfully contribute to
variations in bacterial density, at least not in the context provided by the current dataset. An
interesting near-significant result emerged from the interaction between the two species of bacteria
of bacteria and material type (p = 0.090). This near-threshold finding suggests a nuanced
relationship in which the material type may influence bacterial density differently depending on the
two species of bacteria. This interaction warrants further investigation, as it could reveal material-
specific preferences or aversions unigue to each two species of bacteria.
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Figure (7). Interaction between speed of water and type of bacteria across material levels.

Finally, the three-way interaction between speed, species of bacteria, and material was found to be
non-significant (p = 0.700). This indicates that the combined influences of these factors do not
interact in a way that significantly deviates from their individual effects on bacterial density.
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DISCUSSION

In the field of microbiology, understanding the factors that influence bacterial adherence is crucial
for advancing both theoretical knowledge and practical applications. (Oh et al., 2018) analyzed the
effects of hydrophobicity and zeta potential on bacterial adhesion using scanning electron micro-
scope (SEM) micrographs. Their findings indicate greater adhesion on hydrophilic substrates, con-
tributing to the growing understanding of the surface characteristics that influence bacterial attach-
ment. (Fink et al., 2015) examined the influence of liquid flow and temperature on detachment by
introducing a new liquid flow chamber. This study observed that turbulent flow and higher tempera-
tures increased the detachment, signifying the need for further experiments to deepen our under-
standing of these dynamics. (Oder et al., 2015) investigated the relationship between material
roughness, temperature, and bacterial adhesion using spectrophotometry.

Their study identified a positive correlation between roughness and adhesion, although it was noted
to be ineffective in detecting survivors at specific temperatures, indicating potential limitations.
(Zeraik & Nitschke 2012) assessed the impact of culture media and temperature on bacterial adhe-
sion using the crystal violet staining technique. This study revealed that adhesion varies with tem-
perature and media, emphasizing that hydrophobicity alone is insufficient to predict bacterial adhe-
sion. Several limitations and gaps have been identified in studies on bacterial adhesion. First, there
is a lack of comprehensive explanations for the differences observed among various materials. For
instance, (Yoda et al., 2014) discovered lower adhesion on hydrophobic surfaces but failed to pro-
vide a thorough understanding of the variations in bacterial adhesion across different materials. Ad-
ditionally, there are unexplored mechanisms and variations associated with different metals, as
highlighted by (Chik et al., 2018).

While their study found reduced adhesion on metal surfaces after laser treatment, it did not delve
into the underlying mechanisms or investigate potential variations with different metals. The in-
complete understanding of how zeta potential contributes to bacterial adhesion is another notable
gap identified by (Oh et al., 2018). Although they identified higher adhesion on hydrophilic sub-
strates, a comprehensive understanding of the role of zeta potential in bacterial adhesion is lacking.
Fink et al., 2014 emphasized the need for further experiments to understand the specific mecha-
nisms under varied flow and temperature conditions. Although their study showed that turbulent
flow and higher temperatures increased detachment, it underscored the necessity for additional ex-
periments to gain a deeper understanding of the specific mechanisms involved. The ineffectiveness
of detecting survivors at specific temperatures, as established by (Oder et al., 2015), reveals a posi-
tive relationship between material roughness and adhesion. However, these techniques are unable
to detect survivors at certain temperatures, indicating the need for improved methods to capture the
nuances of bacterial adhesion under different temperature conditions (Oder et al., 2015). Finally, the
inadequacy of relying solely on hydrophobicity as a predictive factor for bacterial adhesion was
highlighted by (Zeraik & Nitschke 2012). Their findings indicated that changes in temperature and
media influence bacterial adhesion, emphasizing the limitations of using hydrophobicity alone as a
predictive factor. Addressing these limitations and filling these gaps through further research and
experimentation are crucial for developing a more comprehensive understanding of bacterial adhe-
sion.

This study seeks to juxtapose the findings of our 2024 study with previous research, shedding light
on the methodological innovations introduced, variables considered, and consequential insights de-
rived from our investigation. Previously, research on bacterial adherence has often been segmented,
with studies typically isolating single variables, such as temperature or material type, to discern
their effects, as shown in Table 6. Such approaches, while foundational, offer a limited view of the
multifaceted nature of bacterial behavior. In contrast, our study adopted a holistic methodology that
integrates a spectrum of variables, including temperature, material type, contact time, bacterial
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strain, and flow rate. This comprehensive approach not only corroborates the findings of previous
studies but also unveils the complex interdependencies between these factors, thereby enriching our
understanding of bacterial adherence in environments that closely mirror natural conditions.

Table :(6). Compassion for previous studies and our research.

Ref. Temp  Time Speed Bacteria Outcomes

Type

Increase in adhered Gram positive and
da Silva et al., 2010 v v negative bacteria on polyethylene and
stainless steel at 20°C compared with low-
er temperatures.

Meylheuc etal., The adhesion behavior of the bacterial cells
2001 v v v on PTFE and AISI 304 stainless steel in-
creased at 20 °C.
Ana & de, 2012 v v v The adhesion behavior was altered by tem-

perature changes.
The highest number of bacterial cells ad-

Fletcher, 1977 v v v hering to quartz was recorded at sub-
optimal temperatures (20°C, 25°C, and
30°C).
Morisaki, 1991 The adhesion behavior of the bacterial cells
v v on polystyrene decreased with decreasing
temperature.
Christersson et al., The number of adhered bacterial cells on
1988 v v v the titanium nanostructures decreased with
increasing flow rate.
Senevirathne et al., Sigmoidal increase in cell detachment with
2022 v v v increased liquid velocity.
Our Research, 2024 Temperature, type of material, and type of
v v v v bacteria had a greater effect on bacterial

adherence to PVVC and galvanized iron.

Prior investigations have consistently underscored the significant role of temperature and material
type on bacterial adherence. Many studies have delineated how these factors individually affect bac-
terial behavior. Our research corroborates these findings but extends the inquiry to examine the
synergistic effects of temperature, material type, and bacterial strains. This exploration unearthed
nuanced dynamics, revealing that specific combinations of these variables can lead to markedly dis-
tinct adherence outcomes, thereby illuminating the intricate mechanisms underlying bacterial ad-
herence. The influence of liquid velocity and flow rate on bacterial detachment and adherence has
been highlighted in previous studies (Christersson et al., 1988; Senevirathne et al., 2022). However,
these studies often limited their scope to single bacterial strains or a narrow selection of bacterial
types. Building on this foundation, our study expands the scope of investigating the impact of vary-
ing flow rates across multiple bacterial strains.

This wider investigation revealed that the effect of speed on bacterial adherence is related to the
bacterial type, challenging the main assumption of a uniform answer to flow rate changes and sug-
gesting a more nuanced approach to managing bacterial adherence. While previous research has
provided valuable insights into the individual factors affecting bacterial adherence, the findings
have often been piecemeal. Our 2024 study synthesizes these disparate strands of knowledge and
presents a unified framework that captures the complex interplay of multiple factors. The discovery
of significant three-way interactions among temperature, material type, and bacterial strain not only
advances our theoretical understanding, but also heralds new possibilities for targeted bacterial
management strategies. Our study represents a significant leap forward in the field of microbiology
by bridging the gaps left by previous research. By adopting a more integrated and comprehensive
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approach, we unveiled the complex web of interactions that govern bacterial adherence. These find-
ings not only enrich our theoretical knowledge, but also open new horizons for practical applica-
tions, from healthcare to industrial and environmental management, paving the way for innovative
strategies to harness or mitigate the effects of bacteria in various contexts.

CONCLUSION

In this study, two species of materials (galvanized iron and PVC) used in the manufacturing of wa-
ter distribution pipes were subjected to bacterial isolation from drinking water under various condi-
tions of temperature, water flow speed, and contact time. The findings revealed that increasing the
temperature, contact time, and flow rate led to a gradual increase in the adhesion rate of Gram posi-
tive bacteria to galvanized iron, while there was no clear effect of these factors on the Gram nega-
tive bacteria. The significant three-way interaction suggests that the influence of temperature on
bacterial density cannot be fully understood without considering both the type of bacteria and mate-
rial, as these factors jointly affect bacterial growth. The significant main effects and interactions ob-
served in this study provide valuable insights for applications where bacterial density is a critical
concern, such as designing antibacterial surfaces, optimizing growth conditions in bioreactors, and
understanding natural bacterial colonization patterns in various environments.
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Abstract

The present study was based on extensive surveys and field observation
of the diversity of succulent plants in Wadi Yabrag and it’s around, Al-
wadheea Dist. In the present investigation, it is observed about 71 Spe-
cies belonging to 37genera and 21 Families were identified. Most of
families of plants that contributed in the investigated area were Apocy-
naceae and Euphorbiaceae. Analysis of the habit shows that Shrubs are
dominat with 31 species followed by herbs with 29 species, Trees with 8
species, Liana with 3 species. Investigation of life forms species shows
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Received: rophytes (18.30%), phanerophyte (16.90%) HemicryptophyteS (8.45%)
25 November 2024 ,Geophytes (4.22%). Among the common regions vegetative, Sudano—
Zambezian, were with the highest followed by Endemic and (Sudano-

Accepted: Zambezian Saharo—Arabian).

30 December 2024

Keywords: Succulents Plants, Wadi Yabraq, Families , Life Forms,
Chorophytes

Publish online:
31 December 2024

INTRODUCTION

Succulent plants have a global distribution and are represented in nearly all habitat types. Over 30
botanical families have succulent plant species, ranging from tiny annual plants to trees. Succulents
are the camels of the plant world. They take in water and store it in their fleshy interiors, allowing
them to go long periods of time without additional life giving liquid. Some of our favorite plants are
succulent like aloes and most cacti (Bhalerao V. U et al., 1996).

Succulence is an adaptive response to drought, rapid drainage in rocky and sandy soil and high
evaporation in windy, hot environments and in salty or alkaline habitats. There are probably more
than five thousand species worldwide (Newton & Chan, 1998). Succulence is a morphological ad-
aptation to regular drought. It is broadly defined as the presence of water storing tissue (hydren-
chyma) in one or more organs. Simple parenchyma cells containing a vacuole that may occupy
>95% of the cell volume are the principal site of water storage (Al-Gifri & Al-Subai, 1994; Antony
et al., 2008; Gibson, 2012). Characterizing such plastic and variable traits is one of the major chal-
lenges in the study of succulent plants. Several metrics have been proposed, integrating tissue vol-
ume, mass, surface area and anatomy for quantifying water storage or water content (Gibson, 2012;
Males, 2017; Ogburn et al., 2012). The objective of the study is to recognize succulent plants and
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ascertain their geographical distribution within the study area, as well as to understand their adapta-
tions to arid and semi-arid environments.

MATERIALS AND METHODS

Study area

The study area is located in the Wadi Yabraq in the district of Al-Wade’e, Abyan Governorate,
Yemen and cover about 2785 square Km (figure 1), at latitude between 13.92 and 13.51 and longi-
tude between 46.04 and 46.68, the altitude rage between 70 - 1250 meters above sea level, the
southern mountain ranges in the region overlook the Gulf of Aden (figure 1).
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Figure: (1).Study area

The climate features of the study area are high temperature in the summer, the mean temperature
was 25.5°C in June, July and August and moderate temperature in the winter (the mean was 18°C)
in January. Rainy season mostly in the late summer (July- August and September.) with rainfall
around 38.7 mm/year

The most important factors affecting the distribution of vegetation in the study area and Yemen in
general are topography, the resulting presence of flat land and inclined slopes, altitude from the sea
level (Al-Khulaidi & Mehdi, 1999; Al-Maisari & Hussein, 2022). A field survey was carried out
through several trips from 2020 to 2022. on each trip, plant samples were collected. The plants were
identified through the morphological description<the specimens were identified by (Abdullah et al.,
2022; Al-Gifri & Saeed, 2017; Al-Khulaidi, 2013; Al-Gifri & Al-Subai, 1994; Giesen et al., 2007).

Identification and Nomenclature were revised for accepted names through the Plants of the (Al-
Khulaidi, 2013) and world flora online Taxonomic Name Resolution Service (TNRS) Voucher
specimens were deposited in the herbarium of the Biology Department, College of Sciences, Aden
University. Life form categories were recognized (Al-Hawshabi et al., 2017; Al-Sodany et al.,
2014; Alhood et al., 2020; Alhood & Sciences, 2024; Dahmash, 2015). Classification. Phytogeo-
graphicalcate- gories were distinguished based on World Online (POWO). The statistical analysis
was performed using Microsoft Excel to create the charts and histograms.
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RESULTSAND DISCUSSION

The present investigation has revealed that about 71species belong to 37genera and 2 1families
have been reported from the study area (Table 1)

Habitat analysis:

Herbs and shrubs represent about 71 spp. of the total species, while the trees were represented by 8
spp. Analysis of the habit shows that shrubs are dominat with 31 species followed by herbs with 29
species, and Liana with 3 species as shown in table (2) and figure (2).

Table (2) : The contribution of various plant habits in Yabrag Valley

Life Growth No of species Percentage
Shrubs 31 43.66%
Herbs 29 40.84%
Trees 8 11,26%
Liana 3 4.22%

35

30

25

20

15

10

-1,

Shrubsyerps rees |
iana

Figure (2): The Contribution of various plant habits

Table .3. and figure 3 show the biological spectrum or the life form spectrum of the given 71 spe-
cies in Wadi Yabraq. The Chaemophytes have dominated the flora of the Succulent plants repre-
senting 35sp., (49.30%), followed by the therophytes 13 spp (18.30%), and Phanerophytes 12 sp.
(16.90%), Hemicryptophytes 6 sp. (8.45 %) geophytes 3sp. (4.22%), parasites 2spp. (3. 27%). The
life form spectra in the study area indicated that, Chamaephytes had the highest contribution. These
results agree with (Al-Hawshabi et al., 2017; Alhood et al., 2020; Alhood & Sciences, 2024).

Table (3): Life forms spectrum of Yabrag Valley

NO Life- form Number of Taxa Percentage (%)
1. Chamaephyte 35 49.30%

2. Therophyte 13 18.30%

3. Phanerophyte 12 16.90%

4, Hemicryptophyte 6 8.45%

5. Geophytes 3 4.22%

6. Parasites 2 2.81%
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Figure (3): Different life —forms classes of WadiYabrag

In terms of chorotypes such as Sudano —Zambezian, Endemic, (Sudano —ZambezianSaharo —
Arabian,) with amounts of, respectively were having in the highest and lowest levels between vege-
tative elements, Among the common regions vegetative, Sudano —Zambezian, were with the highest
followed by Endemic, (Sudano —Zambezian, Saharo —Arabian), whereas Saharo -Arabian, Arabian,
Iranian, Tropical, were with the lowest table (4) and figure. (4). the dominant Sudano -Zambenzian
region confirms that the study area "as a part of Yemen" belongs to the African Horn region, and
our results agree with (Alhood et al., 2020; Alhood & Sciences, 2024). Figure 5 illustrates several
rare and endangered succulent plant species found within the study area.

Table (4):Chorological types spectrumof Succullent plants in Wadi Yabrag

Chorotype Number of Species Percentage (%)
Mono-Regional

TR 1 1.40%

END- N.END 16 22.53%

SA-Si 6 8.45%

Su-Za 26 36.61%

Subtotal 50 70.42%
Bi-regional

Su-Za,Sa-Si 9 12.67%

TR - SA-SI 1 1.40%

Su-Za , Med 3 4.22%

Su-ZA + 1T 1 1.40%

Subtotal 14 19.71%
Pluri-regional

Su-Za, Med, Sa-Si, 1 1.40%

IT+Med +Su-Za+Sa- 1 1.40%

Si

IT+ME+Su-Za+ 1 1.56%

Subtotal 3 4.22%
Worldwide

COSM 5 7.04%

Subtotal 4 5.63%

Total 71 100%
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Table (1):List of succulent plants species which recorded from Yabragq valley.
Family Scientific names Habit Life-forms  Chorotypes
Aizoaceae Aizooncanariense L. Herb Th Su-Za, Med, Sa-S,

Trianthema crystallina (Forssk.) Vahl Herb Th Su-Za

T .portulacastrum L Herb Th Su-Za
Aloeaceae Aloe splendenslavranos Shrub Ch END

A . inermisForssk Shrub Ch N.END

A . vacillansForssk Shrub Ch N.END

A . lanata T.A.McCoy & Lavranos. Shrub Ch END
Aristolochiaceae Aristolochiabracteolata Lam. Herb Th Su-za
Apocynaceae (Asclepiadaceae)  Adeniumobesum (Forssk.) Roem. &Schult Tree Ph Su-Za, Sa-Si

Caralluma adenensis (Defl.) Schum. Herb Ch END

C .awdaliana (Defl.) A. Berger Shrub Ch END

C . deflersiana (Defl.) Bergor. Shrub He N.END

C .edulis (Edgw.) Benth Herb He IT+ME+Su-Za+

C .hexogonalavranos Herb He N.END

C. penicillata (Defl.) N. E. Brown Herb Ch Su-Za

C .quadrangula (Forssk.) N. E. Brown shrub He N.END

Ceropegia subaphylla K. Schuhmann. Liana Ch SA-SI

C .variegata (Forssk.) Decne. Liana Ch N.END

Glossoniemavarians (Stocks) Benth. ex Hook. f. Herb Ch Su-Za

Leptadenia arborea (Forssk.) Schweinf Shrub Ch Su-—Za+ Sa-Si.

L .yrotechnica (Forssk.) Decne Shrub Ph Sa-si.+ Ir.-Tur

Pergulariatomentosa L. Liana Ch SA-SI+SU-ZA

RhytidocaulonmacrolobumLavranos Shrub Ch Su-Za

Sarcostemma forskalianumSchultes Shrub Ch N.END

S . viminale (L) R.Brown Shrub Ch Su,-ZA

Kleiniaodora (Forssk.) A. Berger. Shrub Ch Su-Za

K. semperviva (Forssk.) DC. Shrub Ch Su-Za
Asteraceae K .pendula (Forssk.) D_C. Shrub Ch Su—Za_

LaunaeahafunensisChiov. Herb G Sa- Si.

L .procumbens (Roxb.) Ramayya&Rajgopal. Herb Th Sa-Si

L. nudicaulis (L.) Hook. f. Herb Ch Sa— Si
Buraceraceae Commiphoraafricana (A.Rich.) Engl. Tree Ph Su-Za

C .kataf (Forssk.) Engl. Tree Ph Su-Za

C .myrrha(Nees) Engl. Tree Ph Su-Za

C . schimperi (O. Berg) Engl Tree Ph Su-Za
Cactaceae Opuntia ficus-indica (L.) Mill Shrub Ch COSM
Capparaceae CappariscartilagineaForssk. Shrub Ch Su-Za, Sa Si.

C .spinosa L. Shrub Ch Su-Za , Sa-Si.
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Family Scientific names Habit Life-forms  Chorotypes

Salsola forskaliForssk. Shrub Ch SA-SI, SU-ZA
Chenopodiaceae S .spinescensMoq Shrub Ch Cosm

Suaeda aegyptiaca (Hasselq.) Zohary Herb Ch SA Si

S .monoicaForssk. Shrub Ch Su- Za

Halothamnusbottaejaub&spacksubspnigerkathe Heinrich Tree Ph N.END
Crassulaceae Kalanchoebentii Hook. f. subsp. bentii Shrub Ch N.END
Cynomoraceae CynomoriumcoccineumL. Herb P. Su-Za,Sa-Si
Dracaenaceae Dracaena ombetKotschy&Peyr. Tree Ph Su-Za

SansevieriaehrenbergiiSchweinf. ex Baker Herb G Su-Za

Sansevieriaforskaoliana (Schult. f.) Hepper & J. R. I. Wood Herb G Su-Za

Euphorbia inarticulataSchweinf. Shrub Ch N.END

E . balsamifera Ait. subsp. Adenensis (Defl.) Bally Shrub Ch Su-Za

E. cuneata Vahl subsp. cuneata Shrub Ch Su-Za

E .granulata Forssk. var. granulata Shrub Ch TR

E. greuteri N. Kilian, Kiirschner& P. Hein Herb Ch N END
Euphorbiaceae E .hirta L. Herb Th COSM

E .hadramauticak.G.Baker Herb Ch END

E .indicaLamk. Herb Th Su-Za +Med.

E . laricaBoiss. Shrub Ph TR - SA-SI

E .schimperiPresl. Shrub Ch N.END

E . serpensKunth. Herb Th Su-Za ,Med.
Hydnoraceae HydnorajohannisBecc Herb P. Su-Za
Lamiaceae PlectranthusmontanusBenth. Shrub Ch Su-Za
Molluginaceae Corbichoniadecumbens (Forssk.) Exel Herb Th Su-Za+IT
Polygonaceae Rumexvesicarius L. Shrub Ph Su-Za , Med.
Portulacaceae Portulaca oleracea L. subsp. oleracea Herb Th Cosm

Portulacaqundrifida L. Herb Th Cosm
Sterculiaceae Sterculiaafricana (Lour.)Fiori Tree Ph Su-Za
Vitaceae Cissusquadrangularis L. Shrub He Su-Za,Sa-Si

C. rotundifolia (Forssk.)Vahl. Shrub He Su-Za

Seetzenialanata (willd) bull. Herb Th SU
Zygophllaceae Tetraena alba (L.F)Beier&Thulin Herb Ph SA

T.simplex (L.) Beier&Thulin Herb Th IT + Med. + Su - Za + Sa- Si.

Life-form; ph = phanerophytes,Ch = chamaephytes, H = hemicryptophytes, Cr = cryptophytes, Th = therophytes, HE = hemiepiphytes, G = Geophytes, P.= Parasites.

The chorotypes are: Su-Za = Sudano —Zambezian, Sah-Sin= Saharo —Arabian, END= Endemic, N.END= Near Endemic, Su= Sudano, ME= Mediterranian, IT= Irano — Turanian, COMS= Cosmopolitan, SM Somali-

anmasai, SA= Saharo-Arabian. A=Arabian, Ir= Iranian, TR= Tropical.
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A. Halothamnusbottaejaub&spacksubspnigerkathe H F. Carallumahexogona
B. GlossoniemaVarians G. Euphorbia greuteri
C. Dracaena ombet H. Euphorbia Hadramautica
D. Carallumaadenensis I Hydnorajohannis
E.  Corbichoniadecumbens
Figure: (5).Some Succulent plants in theStudy area.
CONCLUSION

The succulent flora of Wadi Yabraqg consist of 71 succulent taxa belonging to 37 genera the study
area is characterized by its rich biodiversity, With 16 endemic and near-endemic species recorded.
The predominant life form of the plants is Chamophyta, which is evidence of the plants tolerance to
drought. Most of the plants belong to the Sudano —Zambezian, which is prevalent in dry desert are-
as. It was also found that most of the succulent plants are the local population utilizes these plants
both as traditional remedies and as a food source. Consequently, the study suggests that further re-
search should be undertaken on the succulent plants employed by residents for medicinal purposes.
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